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RESUMO

Nos modelos pós-keynesianos, os efeitos dos aumentos da taxa de câmbio real (RER) sobre
o crescimento econômico podem ser ambíguos. O modelo de Crescimento com Restrição
de Balanço de Pagamentos (BPCG) referencial não permite que variações da RER tenham
impactos sobre as taxas de crescimento do produto, mas permite que isso aconteça quando
se incorporam características setoriais e inovadoras na análise de médio prazo. O efeito final
passa a depender de parâmetros relacionados à distribuição e ao investimento, às peculiaridades
setoriais, às taxas de inovação e ao gap tecnológico externo. Este fenômeno levaria a ganhos
no mercado externo associados ao crescimento da produtividade. Portanto, o objetivo desta
dissertação é analisar a relação entre a RER e o crescimento econômico no modelo micro-macro
multissetorial (MMM) de Vianna (2021) por meio da incorporação da imitação externa, da
elasticidade endógena da renda das exportações e da possibilidade de aprendizado através do
comércio. Esta dissertação está organizada em três capítulos, além de uma introdução e conclusão.
No capítulo 1, analisa-se a literatura pós-keynesiana e neoschumpeteriana da perspectiva de
um aumento da RER, enfatizando a distribuição e os efeitos inovativos, o catching up externo,
os modelos macroeconômicos baseados em agentes e o papel do comércio para a inovação.
No capítulo 2, descreve-se o MMM e são apresentadas adaptações do modelo focadas em
imitação externa - com influências do comércio ao nível da firma - elasticidade de exportação
endógena devido aos diferenciais de qualidade internos e externos, e market share externo que
permite mais interação a nível de firma com o setor externo. Por fim, no capítulo 3, o modelo
adaptado e o antigo são simulados, e replicações de Monte Carlo são usadas para analisar
preliminarmente os efeitos de choques na taxa de câmbio nominal nas variáveis relevantes.
Tal análise demonstra que o choque da taxa de câmbio nominal não tem um potencial de
estimular o crescimento econômico no longo prazo, pois o crescimento da produtividade enfrenta
obstáculos elevados a serem superados, enquanto os efeitos de qualidade não são capazes de
gerar novas fontes de demanda autônoma. Embora haja um aumento inicial nas exportações
líquidas, ele é acompanhado pela inflação, com ambas as variáveis recuando posteriormente.
A introdução de um processo inovativo cumulativo associado à imitação externa gera uma
nova dinâmica no modelo, ainda que não seja suficiente para induzir um ciclo de crescimento
virtuoso a partir do choque. Ademais, a introdução do aprendizado através do comércio parece
diminuir a produtividade geral. A combinação de uma trajetória de crescimento de demanda
menor com uma nova dinâmica de produtividade quando os efeitos do choque na produção já
são decrescentes parece ser prejudicial ao crescimento econômico. Os resultados sugerem que
as estruturas setoriais e distributivas, e seus parâmetros podem impactar os resultados. Além
disso, a interação entre a fronteira externa e a imitação das firmas domésticas pode gerar uma
dinâmica de inovação parcialmente independente de outras variáveis econômicas. Ambos os
aspectos requerem aprimoramento e uma análise mais detalhada em trabalhos futuros.

Palavras-chave: taxa de câmbio real, crescimento econômico; ciclos econômicos; modelos
macroeconômicos baseados em agente.



ABSTRACT

In post-Keynesian models, the effects of real exchange rate (RER) increases on economic growth
can be ambiguous. The baseline Balance of Payments Constrained Growth (BPCG) model
does not permit for RER variation effects to impact output growth rates but allows it to happen
when sectorial and innovative features are incorporated in medium-run analysis. The final effect
becomes dependent on parameters related to distribution and investment, sectorial idiosyncrasies,
innovation rates, and the technology gap. This would lead to external market gains coupled
with productivity growth. Therefore, this thesis objective is to analyze the relationship between
the RER and economic growth in Vianna’s (2021) micro-macro multi-sector model (MMM)
through the incorporation of external imitation, endogenous income elasticity of exports and the
possibility of learning by trade. Beyond an introduction and a conclusion, this thesis contains
three chapters. Chapter 1 reviews the post-Keynesian and neo-Schumpeterian literature from the
perspective of an RER increase emphasizing distribution and innovative effects, external catching
up, agent-based macroeconomic models, and the role of trade for innovation. Chapter 2 describes
the MMM and introduces model adaptations focusing on the possibility of external imitation
- with trade influencing it at the firm-level - endogenous export elasticity due to domestic and
external quality differentials, and an external market share which allows for more firm-level
interaction from the external to the domestic sector. Thus, in Chapter 3, the adapted and old
models are simulated, and Monte Carlo replications are used to visualize nominal exchange
rate shocks and perform a preliminary analysis. This analysis shows that the nominal exchange
rate shock does not have a long-term potential for stimulating economic growth as productivity
growth has a high bar to overcome, while quality effects do not show a potential to generate
new autonomous demand sources. Although there is an initial increase in net exports, they are
accompanied by inflation, with both variables receding later. The introduction of a cumulative
innovation feature associated with external imitation generates new dynamics in the model,
though it might not be enough to induce a virtuous growth cycle from the shock. Also, the
introduction of learning by trade seems to decrease overall productivity. The combination of a
lower demand growth path with a new productivity dynamic when there are dwindling effects
to output from the shock seems to have a detrimental effect on economic growth. The results
suggest that sectoral and distributive structures and their parameters can impact the results. In
addition, the interaction between the external frontier and imitation by domestic firms may
generate innovation dynamics that are partially independent of other economic variables. Both
aspects require improvement and more detailed analysis in future works.

Key-words: real exchange rate; economic growth; economic cycles; agent-based macroeconomic
models.
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Introduction

The perception of the relationship between development and trade has been marked
by prioritizing certain activities even before economics was considered a well-established
subject. Economists that preceded Adam Smith and David Ricardo, such as Antonio Serra
and Giovanni Botero, considered manufacturing activities to be essential for the wealth of
countries (Italian polis at this time), while defenders of infant industry and critics of free trade,
such as Friedrich List and Alexander Hamilton, considered that development would take place
through the building of national technological capacities, which would then make it possible to
compete in international markets, or in another way, through the expansion of activities with high
innovative potential and increasing returns to scale (associated with manufacturing), it would
promote development and make the country competitive internationally (REINERT; KATTEL,
2019; RÖSSNER, 2019, p. 138; REINERT, 2004; FREEMAN, 1995). This perspective has even
influenced industrial and trade policies, which historically went hand-in-hand and were focused
on establishing tariffs on industrial imports of (now) developed countries at similar or higher
stages of development than developing countries have today (HAGEMANN, 2019; CHANG,
2004).

Among trade policies, some authors – such as the “novo-desenvolvimentistas” (FRENKEL;
TAYLOR, 2006; BRESSER-PEREIRA, 2016; MARCONI; BRANCHER, 2017) and the global
value chains (GVC) approach authors (GEREFFI, 2014; BALDWIN, 2012) – have suggested the
possibility of currency devaluations or policies to keep domestic wages and costs low as a way
of promoting insertion into foreign markets. In turn, these markets would have differentiated
learning and innovation opportunities because the incentivized sectors would be industries and
services with a higher technology content and also through insertion into GVCs via foreign
direct investment (FDI) in association with leading firms that would press cutting-edge methods,
standards and knowledge that could be acquired or spilled over to domestic firms involved
in these markets (GEREFFI, 2014; SANTÁRCANGELO; SCHTEINGART; PORTA, 2017;
BRESSER-PEREIRA, 2009; FRENKEL; TAYLOR, 2006) As pointed out by Toner (1999),
Kaldor (1971, 1981) thought that if exports are concentrated in manufactures, as it was for the
developed nations, free trade allowed not only for them acquiring foreign currency and avoiding
balance of payment (BP) crisis, but also for technical change, and autonomous demand that
would increase the rate of growth including of the sectors that he considered having decreasing
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or constant returns, such as agriculture. So, a way of developing a country was to develop an
export industry that would diminish the BP constraint by expanding export income elasticity
and even decrease import propensity through technical change (MCCOMBIE; THIRLWALL,
1994). Meanwhile, neo-Schumpeterians like Verspagen (1991) tried to link innovative effects
from external knowledge frontiers to growth in technology gap models.

However, to promote economic growth, it is required that currency devaluations are
initially positive for the product or at least lead to an economic transformation in the medium run
that can offset any initial loss in growth. Still, in short-term open economic analyses, the effects
of currency devaluation are ambiguous. Even though currency devaluation can lead to better
price competitiveness against rival countries, internal distributional effects can offset external
market gains. Besides drastic situations, for most closed economies post-Keynesian models,
Lavoie (2014b) points out that distributional effects against wages are negative for the product.
This idea follows from Kalecki (1954) simplification that workers spend more from their salaries
than capitalists from their proceeds, and the investment incentives from increased margins
are usually small and are, ultimately, offset by the decrease in consumption. Nevertheless, in
the short-run for open economies, the final effect of lowering wages against rising profits (a
redistribution in favor of profits) not only depends on how much the domestic product reacts to
the traditional decrease in consumption vis-à-vis an increase in investment but also on the size of
the effect on the country’s external markets: the sum of a decrease in imports accompanied by
domestic substitution and an increase in exports (BHADURI; MARGLIN, 1990; BLECKER
1989, 2011; SETTERFIELD, 2013; LAVOIE; STOCKHAMMER, 2013; LAVOIE, 2014d). Since
the effect of a currency devaluation is an open question, each model would depend on the adopted
parameters. For a given country, each devaluation would depend on empirical results (LAVOIE;
STOCKHAMMER, 2013; LAVOIE, 2014b, 2014a).

For long-term period analyses, in traditional Balance of Payments Constrained Growth
(BPCG) Kaldorian open economies models like Thirlwall (1979, 2011), it is usually considered
that currency devaluations cannot have rate effects (only level effects), meaning that its impact
on growth to be at best transient. However, when the BPCG model is relaxed to allow for
international financial flows, the changing composition of sectors or products, endogenous price
and income elasticities of demand, and even international technological spillovers, initial level
effects evolving to a rate effect becomes a serious possibility. Those can result in different growth
rates even when no medium-run technological effect exists. Also, with the Kaldor-Verdoorn
(KALDOR, 1966) taking hold on outbursts of short-term level growth there is the argument
that a cumulative causation dynamic (TONER, 1999) might be playing out on the long-run that
makes level effects become rate effects, especially with the external market (typically considered
exogenous) at play.

Thus, as a step among broader trade and industrial policies, currency devaluations
results are contingent upon its effect on innovation. Also, as the neo-Schumpeterian school,
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Kaldorians, “novo desenvolvimentistas”, GVC approach authors, the historical developmental
school (MYRDAL, 1957; ROSENSTEIN-RODAN, 1957), and the structuralist (PREBISCH,
1950) imply, it is necessary to take into consideration that innovation and technical change – the
actual aims of trade and industrial policies – are stronger motors for development and might
define the final result of model and actual policies. Further, innovation and technical change
take place on longer stretches and depend on many non-traditional mechanisms not considered
by traditional post-Keynesian economics, even among Kaldorians, as there is not a mechanical
relationship between production and innovation.

Because of the necessity to incorporate innovation and the recognition that the economy
is a complex adaptive system (ARTHUR, 2015), this thesis offers an overview of the neo-
Schumpeterian literature. It emphasizes technology gap and macroeconomic agent-based (AB)
models operating within a post-Keynesian economic structure. The emphasis on technology gap
models comes from the understanding that currency devaluations work through external markets,
and as such, technology gap models propose that external knowledge spillover from the North
to the South countries provided that there is a technology gap between them. As innovation is
considered a central piece of the puzzle, external spillovers in such a context become, therefore,
a relevant source of new interactions from the system agents. Regarding AB models, those can
provide a framework that can incorporate most of the predicted post-Keynesian channels that
currency devaluations would propagate and include additional micro dynamics that might present
emerging properties, which can be relevant to the analysis.

Also, the external innovation setting is of the utmost importance, as even the cumulative
causation mechanism would be enhanced if trade-related quality and productivity gains were
made. Therefore, an analysis of the theoretical possibility of innovation from the external
insertion being of a unique kind is prescribed. Also, firm-level empirical evidence regarding the
possibility of productivity and quality gains due to trade was proposed to check if firms could
benefit from increased exposure to trade. If that were the case, export exposure would allow for
increasing returns not strictly related to size, increasing the likelihood of currency devaluations
influencing trade elasticities and growth, given that relative price fluctuations were possible.

As Blecker (2022) points out, because open economies are filled with different vectors
and signals and, at the same time, policies like devaluation are aimed with a broader scope and
length than just increasing the product at the first run, analyses that deal with a medium run
are adequate to tackle the transformations that might be playing out, like innovation, technical
change, sector redistribution and other changes in supply. So, there is a new strain of analytical
efforts that seek to deal with a combination of theories and levels and with this “medium period”
instead of the traditional long and short periods that usually treat each effect in isolation in other
research. This approach allows for a more in-depth analysis of their effects on economic growth.

Aware of those efforts and seeking to avoid the partial and isolated treatment of older
research, this thesis builds upon Vianna (2021) to explore the relationships in open economies,
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trying to focus on the relationship between innovation and its connection with external markets.
Vianna’s (2021) Micro-Macro-Multisectoral model (MMM) is an open-economy AB model,
itself a product of the Possas and Dweck (2004) family of models. As the name suggests, it has
multi-sectors and income classes. Its latest version includes a financial sector, international flows
of capital, and a central bank that significantly influences the operation of the model. It considers
the economy a complex system with heterogeneous agents and heuristics for decision-making
that can, therefore, contain relevant characteristics, properties, and relations not revealed in
analytical macroeconomic models as its complexities increase the difficulty in predicting its
outcome. However, macroeconomic variables and properties arise from its operation.

Therefore, after the adaptation of the external sector of the MMM outlining the possibility
of external imitation to emphasize the relations that innovations might play with trade, the effects
of a currency devaluation were tested against the backdrop of those changes. As the model
consists of a non-deterministic/analytical agent-based model (which as such is non-ergodic
with non-linear properties, as stated by Caiani et al. (2016), Monte Carlo replications were
carried out using the Laboratory for Simulation Development (LSD) software in order to check
how the different specifications of the parts to be mapped and the parametric space of these
variables affect the results. It can be added that the complexity of relationships, especially in
neo-Schumpeterian contexts and with more realistic hypotheses, leads to the need for computer
simulations and Monte Carlo replications since adaptive, stochastic, non-ergodic, and non-linear
factors lead to different trajectories and make it more challenging to analyze the results (PYKA;
FAGIOLO, 2005).

Besides this introduction, this thesis has the following organization: Chapter 1 discusses
the possibilities of a currency devaluation (or depreciation) generating economic growth in
the BPCG framework. Additionally, it gives an overview of the neo-Schumpeterian literature
focusing on technology gap models and AB macroeconomic open economy models. Further,
it discusses the possibility of learning and innovation being incentivized, initially due to size
and foremost due to trade, which would consequentially enhance the cumulative causation
mechanism and could lead to sustainable changes in trade elasticities; Chapter 2 describes the
MMM and the changes introduced in the original model after taking into account the discussions
of Chapter 1; Chapter 3 shows a simulation comparison of the proposed changes in comparison
to the old MMM, with a preliminary analysis of results and a discussion; Finally, there is a
concluding chapter which summarizes the review performed in the preceding chapters and
discusses the new model implementation results and its implications.
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Chapter 1

BPCG, innovation and distribution: the
currency effect

This chapter discusses how currency depreciations (or devaluations)1 could affect three
related variables in post-Keynesian models: distribution, innovation and product. The motivation
is that the literature considers real exchange rate (RER) change effects to have ambiguous final
vectors dependent on distributional and innovation parameters and their treatment (BLECKER,
2022). In order to analyze this problem, this chapter initially focuses on the short-run open
models’ exchange rate effects that directly impact net exports and the functional distribution
of income, which can have positive or negative final vectors depending on the institutional
configuration of the economy (HEIN; VOGEL, 2008). Then, it uses the long-run Balance of
payments constrained growth models (BPCG) model and its possible transitions to medium-run
analysis as a tool for understanding the role of innovation and technology. To do that, it considers
that there are increasing possibilities for analyzing the role of RER increases (equivalent to
nominal exchange rate depreciations or devaluations if foreign and domestic prices remain the
same) introduced by models that relax long-run assumptions, especially those that focus on the
interplay between Kaldorian cumulative causation, the technology gap and distribution.

As this thesis considers that this interplay strongly depends on innovation effects and
the technology gap, it also presents an overview of neo-Schumpeterian models. It initially
focuses on innovation and the technology gap. Then, it centers on agent-based (AB) models that
relate the micro and macro structures, as it considers the economy as a complex and adaptative
system, which usually relies on "small" and "larger" structures interacting. Also, it points to
neo-Schumpeterian models with post-Keynesian underlinings that can encompass the RER

1Depreciations are here understood to be a nominal decrease of the domestic currency price in foreign currency
due to daily market operations in floating exchange rate regimes, not triggered by the government or central bank
policy as a conscious objective. Devaluations, in contrast, are typically a result of government or central bank
policies aimed at devaluing the currency, which are more common in fixed exchange rate regimes but can happen in
floating exchange regimes as well (SOBEL, 2024). Unless otherwise stated, both moves are considered to have real
exchange rate effects.
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effects discussion as well as the innovation and catching up possibilities. The MMM (VIANNA,
2021) that is shown in Section 2.1 provides a model that that is updated in Section 2.2 using the
ideas of this chapter’s discussions.

Additionally, when taking into consideration the ideas of increasing returns and innova-
tion present in the RER effects discussions, it is posited that if there is heightened innovation
from size increases, which could affect demand variables other than net exports, and if there are
heightened learning and innovation from trade (especially exports), a RER strategy focusing
on external markets could augment the cumulative causation mechanism, which is focused on
increasing returns due to productivity growth (BLECKER, 2013). Hence, both the innovation
literature (and system of innovation) and the empirical literature are reviewed to check if this is
indeed the case. The objective is to provide channels to improve upon the chosen model and then
check if this can influence the results.

Besides this brief introduction, this chapter is set as follows: Section 1.1 discusses the
role of exchange rate effects, focusing on income distribution and using the BPCG model as a
reference for mapping the channels that might influence the product.; Section 1.2 brings a brief
overview of the neo-Schumpeterian models and aspects. It emphasizes the AB open economy
models as it is considered that those can provide a basis for capturing most of the possible
exchange rate channels; Section 1.3 reviews the system innovation literature and the empirical
evidence looking for possible connections between external markets and learning and innovation.

1.1 The exchange rate, BPCG and income distribution

Currency depreciations in open economies usually have features similar to relative wage
reductions. Traditionally, in the Kaleckian framework for closed economies, as in Kalecki (1971,
ch. 7, ch. 8), wage reductions work through changes in the distribution of functional income that
increase the share of profits (while reducing the share of wages) and simultaneously through
decreases in demand that decrease income and product. This decrease happens because labor is
assumed to consume more of what they earn out of wages than capitalists consume out of profits.

Also, capitalists’ consumption and investment decisions are assumed to have been made
in the past, and they define the capitalists’ own profits (if there were no government and workers
did not save). Thus, they depend on past periods’ profits with lags and usually have a low
sensitivity to changes, meaning that the profit share will not heavily influence demand through
the capitalist side. Thus, wage share reductions will decrease product and income. In contrast, the
effect of the increase in profit share on demand will not be strong enough to offset the decrease
caused by the reduction of the wage share. This will usually translate into total profits decreasing,
aggravating the situation due to the decrease in demand (KALECKI, 1971; LÓPEZ; ASSOUS,
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2010).2 Whilst the saving out of wages assumption is permitted, it is usually assumed that the
final effect on aggregate demand of a (real) wage reduction is unambiguously restrictive on
closed economies, provided that wages are lower than the labor productivity (LAVOIE, 2016).

In canonical neo-Kaleckian growth models, as investment dynamics are more well-
defined than in Kalecki (PETRI, 1993), besides an autonomous component, investment is usually
dependent on capacity utilization. In contrast, profits are a minor determinant of it (LAVOIE,
2014a). It is worth noting that the influential Bhaduri and Marglin (1990) post-Kaleckian model
conjectures that the profit share might have a more decisive role in investment, as a profit squeeze
(in real open economies) was perceived as more of an explanation for the growth stagnation of
the post-golden age era (MARGLIN; BHADURI, 1990) than capacity utilization. Thus, the final
effect of wage variations on income becomes dependent on which effect is the dominant one:
real wages on consumption or profit share on investment, and that would make the economy be
characterized as wage-led or profit-led, respectively (LAVOIE; STOCKHAMMER, 2013).

While this profit and wage-led dichotomy is usually reserved for analysis of the results
of wage changes in closed economies, it is the initial step for determining the effects of RER
increases on the product for open economies. This section aims to look at how post-Keynesian
short- and long-term models are affected by that increase in terms of distribution and net exports
changes and then start including models that permit technology and innovation repercussions,
usually reserved for a "medium-run" analysis. Those additions might ultimately change the
results, which makes them important. So, this section starts by looking at the short-term effects
of RER increases3 and move to the long-term benchmark of the BPCG model (THIRLWALL,
1979) and then towards its additions, which usually rely on loosening hypothesis and allow
technology and innovation dynamics to play out. This relaxation theoretically concedes that
economic structures can change and include non-traditional economic forces as sources of shifts,
like technical change. This setting is framed here as medium-run analysis.

In this context, although for closed economies the investment dependency on profits is a
requirement4 for the effects of reductions of real wages to be expansionary, for open economies,
this dependency is not a condition for both wage reductions and currency devaluations to be
expansionary. In an open economy model that considers investment more responsive to capacity
utilization than profits, Blecker (1989) points out that devaluations might have similar effects
to real wage reductions and markup increases. They all are not unambiguously restrictive on
income or product. They depend on price elasticities of demand for exports and imports, the
economy’s openness, and the markup’s sensibility, which is set as flexible and dependent on
external competition. This flexibility allows relative price changes to impact the home country’s

2These schemes imply a causation problem, but Kalecki (1954, ch. 7) believes that since capitalists do not choose
how much profits they will earn but how much investment and consumption they will make, the causality should run
from the latter two to the former.

3Or currency depreciations/devaluations that are not fully corrected by relative price changes.
4Excluded when wages are higher than productivity.
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competitiveness and net exports.

The logic behind currency devaluation expansionary effects goes through an increase in
external competitiveness (BHADURI; MARGLIN, 1990) that occurs through the reduction of the
domestic cost that includes relative wages provided that the external sector has negatively inclined
demand curves for domestic products, the domestic sector has negatively inclined demand curves
for external products, and the Marshall-Lerner condition holds.5 However, internal domestic
demand can decrease as there is a reduction in real wages and the wage share of the economy
(BLECKER, 1989).

The idea is that a devaluation reduces real wages through an increase in relative external
prices incorporated directly or indirectly in the workers’ consumption basket. As occurs in
Blecker (1989), the reduction in external competition, in this case, due to wage reduction that
leads to changes in relative prices in favor of the home country, can lead to an increase in
the markup of domestic firms, but not fully equal to the change in prices (otherwise relative
prices would not change). This markup increase would lead to distribution changes in favor
of profits. Another way of visualizing how currency depreciations cause real exchange rate
effects that affect distribution is to adapt Kalecki (1954) description of an industry distribution
of the value-added between wages and profits to an open economy and consider it as a domestic
value-added with raw materials treated entirely as imported inputs, as it is done by Hein and
Vogel (2008). In this way, changes in the wage and profit share of the domestic value-added can
be visualized due to changes in imported inputs to wages ratio and markups.

In Kalecki (1954, p. 28), the share of wages in domestic income w is dependent on the
ratio j between the costs of raw materials and wages and the ratio of sales (proceeds) k to direct
costs (k is a markup related to the degree of monopolistic competition faced by firms):

w = 1
1 + (k − 1) (j + 1) (1.1)

For an open economy, the ratio j is a ratio between the unit costs of imported inputs
and domestic unit wage. So, if production proportions stay the same, a currency devaluation
(or depreciation) would increase the cost of unit imported costs relative to wages, leading to
increases in w. However, a change in distribution could occur even when the imported costs
channel is not activated, such as in Blecker (1989). He assumes that the only input is domestic
labor, and that would make j equivalent to 0. However, as he assumes a flexible markup that
varies due to external competitiveness, which depends on relative prices, the distribution can
vary given that firms’ relative cost changes are bigger (smaller) than their markup gains (losses).
This reasoning implies that capitalists will try to amplify their market share given their costs

5The Marshall-Lerner condition in which a currency depreciation might improve a country’s trade balance.
Starting from a BOP equilibrium position, it depends on the sum of the price elasticities of the demand for imports
and exports being greater than unity (GANDOLFO, 2006).
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(and vice-versa).

Expanding on that idea, it implies that k could increase. At the same time, w decreases
when there is a gain in external competitiveness (and vice-versa), leading to a redistribution
towards profits. Also, it implies a decrease in domestic consumption if it is assumed, as Kalecki
does, that wage-labor have a higher propensity to consume than capitalists or that there is more
induced consumption out of wages than out of profits. However, when there is an imported cost
channel, j can vary due to changes in the wage bill if the imports bill remains the same.

In Hein and Vogel (2008), currency depreciation will cause a redistribution towards
profits with a positive effect on investment (as they incorporate Bhaduri and Marglin (1990), a
negative effect on consumption demand, and a positive effect on net exports. However, since
consumption, investment, and imports also depend simultaneously on the overall effect on
real GDP, which is ambiguous, the ultimate effect is also ambiguous. It is worth noting that
the controversial profit response to investment still does not make a currency depreciation an
unambiguous strategy for stimulating demand. However, it reduces the harmful effect of a
redistribution towards profit and makes it easier to stimulate growth.

So, the conclusion in Hein and Vogel (2008) is that wage-led countries, usually holding
larger markets relatively shut to external markets, diminish their wage-led characteristics (and
might even become profit-led) when considering their open economy aspects. Meanwhile, profit-
led relatively small open economies might have their profit-led character augmented.6

Also, as pointed out by Hein and Vogel (2008), productivity regimes should be considered,
especially when the source of a growth stimulus is a regressive redistribution. As argued by
Storm and Naastepad (2012), using the Dutch 80’s and 90’s case as reference, any expansionary
effect of keeping a relatively low real wage could offset productivity gains related to the growth
of aggregate output due to the Kaldor-Verdoorn effect. In this sense, any cumulative causation
dynamics, as shown in Kaldorian export-led growth models like McCombie and Thirlwall (1994)
or the older Dixon and Thirlwall (1975), would be overshadowed.

The last model is a predecessor of Thirlwall (1979) long period balance of payment
constrained growth (BPCG) model. It considers that a country’s growth will be limited to or
have as its equilibrium long-period growth rate, depending on the interpretation, equal to the BP

6The Hein and Vogel (2008) logic is: if the economy is domestically wage-led, that would mean that the relative
wage reduction impact to consumption will be higher than the investment increase coming from a profit share rise.
Hence, domestic demand will affected negatively due to a RER increase. Then, net exports will undoubtedly be
positive since exports will gain from price competition while imports will recede from both price competition and
the reduction in domestic demand. For simplification, in the case where the economy is profit-led domestically,
net exports become dependent on the external competition impact on external demand (dependent on the price-
elasticities of demands for imports and exports) and the internal demand impact for import (dependent on the
income elasticity of imports). With consumption not offsetting gains in investments, this will mean that the domestic
demand will increase along with an increase in imports that the export expansion will amplify. That means that
the overall demand effect depends on the income elasticity of imports, price elasticities of demand for imports and
exports, the investment reaction to changes in the profit share, and the consumption reaction to changes in the wage
share.
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constraint. As a demand-led model, Thirlwall’s (1979) model considers that demand can only be
restricted externally by the financial necessity of imports, while all supply-side issues can be
passively overcome by growth as it is a potent inducer of supply changes through technological
progress, sectorial change, labor increases, investment, or even more imports that would lessen
domestic constraints. That would make the only actual limit to growth the necessity to import in
the sense that imports require foreign currency and, thus, require exports, which are dependent
on foreign countries. So, running successively BP deficits could lead to a crisis as a country runs
out of reserves necessary to import or to a devaluation or a currency depreciation depending on
the exchange regime and the policy response from the central bank.7 Thus, the BP constraint
becomes the relevant growth rate of the economy.

In Thirlwall (1979, 2011), the expanded version of the growth rate is defined by the
growth rate of the external sector and the elasticity of exports to external income, the elasticities
of import to internal income, the price elasticities of exports and imports, the rate of growth of
the exchange rate and the rate of growth of domestic prices and foreign prices:

ybt = (1 + η + Ψ) (pdt − pft − et) + ε (zt)
π

(1.2)

where,

ybt is the balance of payment constraint growth rate;

η is the price elasticity of demand for exports;

Ψis the price elasticity of demand for imports;

pdt is the domestic prices rate of growth;

pft is the external prices rate of growth;

et is the rate of growth of the exchange rate;

ε is the elasticity to external income;

zt is the rate of growth of external income; and

π is the income elasticity of demand for imports.

From the above equation and given that the Marshall-Lerner condition for devaluation is
satisfied ( |η + Ψ| > 1), the model shows that once-and-for-all currency devaluations can only
have levels, as opposed to rate, effects on the growth rate unless its base-case scenario of fixed
parameters, especially related to elasticities, is relaxed (THIRLWALL, 2011, p. 323). Thirlwall
(1979, p. 49-50) assumes that in the long run, there are no relative price changes relevant enough
because of arbitrage or because exchange rates vary in the same proportions of price changes.
Also, he assumes that the price elasticities are just enough not to satisfy the Marshall Lerner

7Following Kaldor (1981) which consider that the only limits to growth are the external sector and agriculture
output as agriculture does not show increasing returns.
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condition (elasticity pessimism Blecker (2013). Those cases would make (pdt − pft − et) equal
to 0 and |η + Ψ| = 1, respectively. So, the equation, in the strongest form, reduces to ε(zt)

π
, as he

considers that relative prices are not the adjustment mechanism for the BP, but income. Making
the BP equilibrium growth rates guide the long-run growth rates without relative price changes
(THIRLWALL, 2011).

However, suppose a country can modify its economic structures as it develops. In that
case, it is necessary to follow the model additions that follow this line, since even Thirlwall
(1979) advocates changing the income elasticities, even though he does not provide ways of
changing it in his model. Also, if these structures are changing, it is not plausible that relative
prices and price elasticities should be the same since this implies changes in technologies or
sectorial or product composition within an economy.

In Kaldor (1957, 1966, 1981), Dixon and Thirlwall (1975) and Setterfield and Cornwall
(2002), the cumulative causation framework through the Kaldor-Verdoorn effect is highlighted.
In summary, it follows the Kaldorian ideas that there are increasing returns in industry and that
those returns are related to the size of the market and to learning by doing effects, or dynamic
increasing returns related to experience, as in Kaldor (1985). It works through productivity
growth due to increased growth, which leads to better trade terms, and then exports, which
increase growth as the cycle repeats.8 However, in a BPCG context, this proposition can only
operate when the real exchange rate and relative prices are allowed to fluctuate, which then
permits it to affect exports through competitive gains via relative prices that will make the
positive cumulative causation feedback possible (BLECKER, 2013).9

Furthermore, in a BPCG context, if the initial assumptions of the Thirlwall model are
taken for granted, a developing country would be locked forever in a development path like
the one established by Prebisch (1959) and might never catch up to developed countries. The
only path for achieving a relatively larger growth would be outside the traditional economic
realm.10 Further, having a BP equilibrium growth rate lower than the rest of the world and
assuming that it implies a worse technological path and that Engel’s law holds would result in
a deteriorating BP’s growth rate because consumer preferences would be shifting toward the

8If relative prices can fluctuate and relative wage reductions can stimulate growth, these effects should be muted
if, as suggested by Storm and Naastepad (2012), capital innovations are disincentivized by lower wages. Hence, the
rationale behind the cumulative causation models might be limited as losses in innovation would offset productivity
gains. In other words, decreasing capital innovations would neutralize the Verdoorn mechanism due to an increasing
scale caused by wage reductions.

9In the issue of how supply conforms to demand, León-Ledesma and Thirlwall (2002), Setterfield (2006, 2010)
and Mccombie (2011) uses the Verdoorn effect or make increases of labor supply dependent on the growth rate,
which makes the BP equilibrium growth rate feasible not only "by chance" (as Thirlwall (2011, p. 329) puts it).
However, the Verdoorn effect cannot affect exports if the real exchange rates are made constant (BLECKER, 2013).

10Additionally, as argued by Barbosa-Filho (2006) the crisis implied in violating the BP long-term growth rate for
an extended period would lead to capital flight and massive depreciations in developing countries, which would
force income to adjust to the BP growth rates when violating the constraint for too long. That makes it likely that
structural changes would reflect onto elasticities and would make the BPCG adjustment mechanism change the
BPCG long-period rate because of the constraint.
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technologically intensive external goods. In other words, the BP’s long-term growth rate will
continually decrease. This decreasing growth rate would also mean that developing countries
(besides having an initial “deficit” to overcome) would have to exhibit higher technological
growth rates and compositional changes toward goods with higher income elasticity of demand
if they hope to converge, changing their economic structures.

Blecker (2022) states a theory concern between a “medium run,” level and rate effects
differences and transitions to the long-run steady-state related to the consideration of relative
price changes. Also, he shows that different post-Keynesian branches – Kaleckian, Kaldorian,
Schumpeterian, and Keynesian – are also involved in this theory evolution, especially given
the interplays between technology, distribution, and aggregate demand on a BPCG framework
that might be affected when long-run steady states assumptions or strict assumptions taken
for simplicity are given-up. There is a third point for using medium run analysis, as the initial
considerations by Thirlwall (1979) about relative price changes and the elasticity pessimism
assumption are less likely to hold. As Blecker (2013) summarizes, relative price adjustments
are prone to happen in the short and medium term. At the same time, relative price changes are
more likely to be constant over very long periods. Meanwhile, violating the Marshall-Lerner
condition in the short run is likelier, but as the period considered increases, the condition gets
likelier to hold. Both situations make RER increases to have effects in a BPCG framework and
the cumulative causation idea more likely to operate in the medium run.

So, besides the capital and current accounts on the BP, such as Thirlwall and Hussain
(1982) or Moreno-Brid (1998) additions that allow for trade deficits finance and external debt
negative consequences that were first introduced to allow for a better empirical evaluation of
the BP constraint as the relevant explanation for the international growth rate and consistency in
the model, it is worth noting the novelty introduced by multi-sector models. By considering a
multisectoral model, even without intra-sectorial elasticities changes and relative price changes,
Araujo and Lima (2007) show that sectorial composition changes can imply an overall change
in elasticities that would imply in different long-term BP equilibrium growth rates that might
be even better fit to the empirical evidence. Those composition changes could occur simply
by evolving consumption patterns or growth policies focusing on sectors with better export
and import elasticities. This proposition could imply that changing BPCG’s long-term growth
rate elasticities with considerations to technological change could also be a better predictor of
countries’ performances.

As suggested by Araujo and Lima (2007), while not disregarding technological change –
which their model highlights – sectoral changes can give interpretations that reconcile BPCG with
empirical evidence for developing countries. This reconciliation suggests that those countries
could experience a relaxation of the BP equilibrium growth rate as they modernize due to
sectoral composition changes and/or technological change, even if they are experiencing relative
price changes in the "wrong" directions. In a multisectoral BPCG simulation model, where
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multiple sectors exhibit different characteristics, such as technologic dynamism due to differential
autonomous investment, Busato and Possas (2016) show that internal dynamics can postpone the
external constraint for some time and affect the product. This model shows that internal sectoral
dynamics can affect GDP in the medium run. Additionally, the author makes the export coefficient
endogenous to simulate an endogenous income elasticity. To do so, Busato and Possas (2016)
distinguishes between products that are more sensitive to price or non-price competitiveness,
with the former being related to relative price changes and the latter to autonomous investment
changes. One could interpret autonomous investment changes as changes in innovation and
technology characteristics.

This sectoral composition rationale is already present in Kaldor (1971). In his English
example, he argues for promoting exports, which are correlated to manufacturing, instead of
consumption (or "internal demand management"). Kaldor (1971) states that both investment
and productivity (due to increasing returns in manufacturing) might be favored through export
growth and that additionally do not risk jeopardizing the BP. This is also behind models with
policy recommendations for devaluations and modernization proposals. Frenkel and Taylor
(2006) argue that the real exchange rate can affect relative prices between different sectors of the
economy, namely the tradable sector versus the non-tradable sector, given that the exchange rate
affects the former directly. Since there are different technological intensities between tradable
and non-tradable sectors, a devaluation would make it possible to change the parameters of the
external income elasticity of demand. When considering the manufacturing sector as the tradable
sector, this view also pays tribute to Kaldor (1985, p. 70-71) classical view of manufacturing
as the “engine of growth” subject to increasing returns and as the most tradable activity in the
post-war world.

As stated by Barbosa-Filho (2006) and he got the point from Frenkel and Taylor (2006)
and Woo’s (2004) tariffs and subsides analysis, the BPCG models at the time missed the point
that if exchange rate can have a differential impact between sectors (manufacturing which
would be tradable and agricultural which would be non-tradable as in Woo (2004), exchange
rate variations would be relevant because the tradable sector was more prone to innovations
and technological progress, and therefore should exhibit greater potential for reducing the BP
constraint and increase the growth rate.11

Expanding the Araujo and Lima (2007) framework, Araujo (2013) presents a model with
different Kaldor-Verdoorn coefficients for different isectrs. Their North and South framework
allows relative price variations and elasticity changes in the medium run. These different coeffi-

11Following the same logic, Ferrari, Freitas and Barbosa-Filho (2013) assume that domestic high-tech tradables
have a positive relationship with a devalued real exchange rate. In contrast, foreign tradables have a negative
connection, thus making possible to depreciations to promote technological change and growth. Initially, an
exchange rate shock leads to changes through composition effects, leading to subsequent changes in elasticities,
which allows for higher growth rates. The association between the possibility of generating structural change through
a devalued or depreciated exchange rate depends on whether the exchange rate stimulates high-tech tradables and
whether this stimulus is connected to a virtuous technological path and investment.
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cients make room for relative prices to affect the technology/productivity of the economy and,
therefore, the elasticities. It also means that industries that exhibit higher price elasticities are
more affected by relative price changes and can have higher Kaldor-Verdoorn effects since they
will grow faster following a devaluation. Additionally, export growth can generate productivity
gains through increase in market size and through spillovers and competition, reinforcing the
cumulative causation mechanism. Stimulating these sectors that already have higher growth rates
due to investment and technological characteristics will lead to both higher growth rates and a
change in trade elasticities that will change BP’s long-term growth rate.

Castellacci (2002) presents a model where the cumulative causation mechanism can
accelerate growth through the traditional channel of the expansion of exports by decreasing prices
through the Kaldor-Verdoorn effect. However, he incorporates Verspagen’s (1992) technology
gap in an endogenous innovative activity that can initiate or hinder the process. Nevertheless, this
activity is independent of the Kaldor-Verdoorn effect. This means that an expansion of growth
cannot cause an acceleration of innovative activity. In a sense, this happens with most BPCG
models,12 since growth occurs through cost reductions that reduce the price of exports, but that
do not consider the productivity structure per se is changing, which would presumably reflect
on the elasticities of income of exports and imports (MCCOMBIE, 2011; BLECKER, 2013;
2022). Considering that relative prices are decreasing because of the Kaldor-Verdoorn effect, it
would also be reasonable to believe that relative technology growth rates, which reflect on the
elasticities, are changing in favor of the country experiencing the Kaldor-Verdoorn effect more
intensely.

In Cimoli and Porcile (2014), the authors propose a structuralist model that uses the
BPCG framework with this Schumpeterian and Keynesian (Kaldorian) insight. They also get
Verspagen (1992) U-shaped technology gap and a Kaldor-Verdoorn gap that will respond to
the difference between domestic and external growth, meaning they set a North-South techno-
logical model with many goods differing for their technological intensity. Unlike most BPCG
models,Cimoli and Porcile (2014) elasticities can change depending on productivity changes.13

They set a list of goods based on the technological intensity and establish that they will
only be produced in the North or the South relative to the gap (meaning that if its technological
intensity is high, the gap will be more relevant for the good and vice-versa) and on the relative
costs of production of each good measured by relative wages. Thus, the export and import
elasticities are changing given the technological change, and the technological change will
depend on how the growth rate of domestic and external sectors plays out. At the same time,

12Although Castellacci (2002) is not really a BPCG, it is from the family of cumulative causation models that
share many insights with BPCG models, but does not have the BP constraint (BLECKER, 2013).

13Cimoli, Porcile and Rovira (2010) showed that exchange rate appreciations influenced Latin America in not
reducing the income gap and in deteriorating income elasticities of imports with a lowering income elasticity of
exports. In that paper, they propose that Schumpeterian sectors (the most innovative ones) and Keynesian sectors
(with higher growth rates) should be pursued (following Dosi, Pavitt and Soete (1990) proposal).
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relative prices will determine another factor for external competition. So, the model will depend
on parameters and how short- to medium-run variables and dynamics influence the growth rates
and the technology path.14 Ultimately, the authors believe that relatively low wages, being a
proxy of real exchange depreciation, can promote structural change, accelerate growth, and
eventually promote higher wages, and explain some empirical findings that show exchange
rate depreciations as responsible for promoting catching up. It is worth noting, however, that
distribution is only implicitly considered (CIMOLI; PORCILE, 2014).

This is important because as suggested by Blecker (2022) and by the relations shown
in Kaldor (1957, 1972, 1981, 1985) that convey the interrelatedness of growth, investment and
technology change, and the cumulative causation literature that emphasizes the Kaldor-Verdoorn
effect; if there are level effects that increase output and investment in the short or medium run, it
might be possible that this provokes technological changes that in turn might provoke sequential
rounds of growth a la cumulative causation that would change the BP equilibrium growth rate
that is set by elasticities and external income growth. Also, taking Toner’s (1999, p. 123) view
of Kaldor’s long work, the connection between market size or growth and increasing returns is
not only one marked by productivity growth due to statical returns but by learning by doing and
technical change. This can be interpreted as a way of changing the economy’s structures and,
hence, the determinants of the BP equilibrium growth rate.

Following this line of reasoning, in Ribeiro, McCombie and Lima (2016) model, the
BP equilibrium growth rate is defined by the ratio of the trade elasticities (income elasticity of
demand for exports and for imports) and the growth of external income ε(zt)

π
, like other BPCG

models. However, this relation is associated (through the elasticities) with the technological
difference between the home country and the rest of the world. Like Cimoli and Porcile (2014),
the technological gap affects technological progress, and in turn, it affects elasticities. However,
following a structuralist reasoning, it is assumed that the income distribution, through the
consumption patterns, affects the home country and the rest of the world’s specialization and
hence its trade elasticities. For simplicity, they assume that the ratio of the trade elasticities
is increasing linearly due to the wage share and the technological gap. In contrast, the gap is
affected non-linearly by the profit share (RIBEIRO; MCCOMBIE; LIMA, 2016, p. 9-10).

Although its final effects are ambiguous and depending on the parameters, Ribeiro,
McCombie and Lima (2016) work is worth noting because it not only considers the functional
income distribution, markup pricing, and its effects on aggregate demand which is the locus

of the post-Keynesian discussion but also how it can affect the consumption patterns and
the technological innovations. In the model, the consumption patterns were associated to the
exchange rate and lead to changes in technology, meaning that reductions in the wage share

14It is worth noting that their technological path can have strong influences on growth rates, meaning that the
exports and imports will be strongly affected by it. It also means that successful technological changes can cause
strong currency appreciation that might curtail those external effects (CIMOLI; PORCILE, 2014, p. 222).
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induced specialization in necessity goods, which implied in a lower innovation rate. At the same
time an increase in the RER was associated with less consumption of imported consumption
goods, which led to a decrease in the wage-share. Those relations would mean that differences in
distribution and initial parameters were associated with different effectiveness of the exchange
rate in promoting growth.

Also, in Ribeiro, McCombie and Lima (2017a), a higher wage share in the economy
is related to a lower degree of openness since wages function as a domestic input, translating
into a low ratio of imported inputs to direct costs. As a devaluation raises the prices of domestic
products (exported or not) by increasing the price of intermediate inputs, a high initial wage
share (with wages being a domestic input) implies small transfers from currency depreciation
to intermediate inputs and then to domestic production. Therefore, it results in small losses in
domestic competitiveness via imports. In other words, it would cause a negligible effect on prices
and consequently a tiny decrease in the wage share, but with a possible increase in exports as a
counterpart. The contrary is also demonstrated, where a low wage share and a high degree of
intermediate imported goods diminish the effectiveness of a currency devaluation by increasing
the price effects and decreasing the demand effects through the reduction of the wage share.
This point underscores the importance of sectoral structures in computing the macroeconomic
effects of depreciations, and the capacity to substitute these inputs would be an essential factor
in defining the final effect of changes in relative prices, such as those caused by exchange rate
changes.

From another perspective, Ribeiro, McCombie and Lima (2017b) conclusion is that a
currency devaluation is ambiguous and depends on the growth regimes, an echo of the post-
Keynesian debate, where a wage-led economy might thwart the ability of a devaluation to
spur growth. In contrast, in a profit-led economy, this ability gets enhanced. At the same time,
they show that financial flows and current accounts deficit sustainability improve for wage-led
economies and have mixed effects for profit-led ones. While the price competitiveness affected
by the intermediate imported goods – that was emphasized in Ribeiro, McCombie and Lima
(2016, 2017b) – becomes increasingly relevant, the main point of Ribeiro, McCombie and Lima
(2017b) is that a currency devaluation might not have the intended consequences, especially
when considering price and distribution.

Although, like most models shown that depend on the initial assumptions and parameters,
Ribeiro, McCombie and Lima (2016, 2017a, 2017b) is the case for RER increases to not work
as a growth mechanism even when including cumulative causation, technological change, and
elasticity endogenization. This is important because they show ways that functional distributional
change forces could act in the opposite direction of net exports while highlighting unwanted
effects on technology and price. Although other models also do not have entirely conclusive
arguments, this is a tour de force against RER increases’ effectiveness in promoting growth.

Following the structuralist tradition, Spinola (2020) shows another BPCG North-South
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model that follows Goodwin (1982) cyclical dynamics and Dutt (2002) uneven development view.
He takes into account the functional distribution and the technology gap. However, he integrates
the labor moving to the modernized sector, conforming to Lewis (1954) and the technology and
product dichotomy between North and South economies shown in Prebisch (1959) that might
lead to a deterioration of elasticities due to Engel’s Law. Spinola (2020) argues that the BPCG
model was constructed in contradiction with the structuralist tradition as the latter focuses on
price and income adjustments while the former was built by denying price adjustments to focus
only on income. By doing that, Spinola (2020) can show that even if relative prices vary in the
short and medium term or are constant in the long run, the dynamics of the model might affect
the growth rate.

In Spinola (2020), the possibility of catching up becomes strongly dependent on the
technology path of the South, which in turn becomes dependent on the proper parameters relating
to the learning efforts, absorptive capacity, and the opportunity of the South economy to move
from the traditional sector to the modern sector. Additionally, he shows that by connecting the
productivity structure to the terms of trade and by allowing the terms of trade to affect growth
and the productive structure, with differential cut-outs related to the labor market and functional
income distribution, it makes the traditional BPCG model more likely to be affected by relative
price variation. It is worth noting that they consider a characteristic South labor structure and
do not connect real wages to productivity.15 Table 1.1 shows a summary of the principal RER
effects. Investment was ommited for clairty as the possibility of affecting the profit share usually
translates in a higher investment propensity in most models, varying the sensibility and the
justification for it.

As Blecker (2022) puts it in a review of the literature: in a BPCG context, there are some
disagreements about the possibility of real exchange rate devaluations to affect the growth rates
positively, especially when considering income distribution effects, like Ribeiro, McCombie and
Lima (2016), and this latter position is at least outnumbered. Also, there are many arguments,
especially from a developing country perspective, to consider relative price changes and elasticity
variability effects as they most likely can influence growth rates in a medium-run environment
when considering technology change and, at a minimum, can have level effects. Additionally,
the discussion is set further away from the initial Keynesian and Kaleckian position against
the neoclassical school, where real wage reductions are unfavorable to growth, so Ribeiro,
McCombie and Lima (2016) position would be closer to this post-Keynesian spirit. However,
Ribeiro, McCombie and Lima (2020) provide empirical evidence for developing countries to
justify their claims, which suggests, not conclusively, that depreciations only affect growth

15However, as was mentioned above, Storm and Naastepad (2012) believes, at least for a high-income country,
that productivity might be related to real wages.
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Table 1.1: Summary of principal RER effects

Author Distribution Sectorial Differences Verdoorn Effect External Spillover Endogenous Trade Elasticities

Blecker (1989) Flexible mark-up depending
on relative costs

Hein and
Vogel (2008)

Imported costs, markup based
on price competition

Araujo and
Lima (2007)

Constant prices Sectorial growth
rates affect
investment

Income elasticities change
implicitly with sector
composition

Araujo (2013) Constant markups, relative
wages change

Innovation rates
affect growth

Yes, varies by
sector

Exports
enhance
productivity

Elasticities change with
income and sector
composition

Castellacci
(2002)

Constant distribution Yes Spillover from
frontier
knowledge

Cimoli and
Porcile (2014)

Technology changes affect
distribution

Yes Yes Spillover from
frontier
knowledge

Goods produced define
elasticity, dependent on
technology

Ribeiro,
McCombie
and Lima
(2016)

Flexible markup and wage
share dependent on RER
through consumption goods

Yes and
distribution
influences
innovation

Spillover from
frontier
knowledge

Technology gap affect import
elasticities, wage share affects
innovation

Ribeiro,
McCombie
and Lima
(2017a)

Imported input prices affect
distribution

In the long run

Spinola (2020) Productivity positively
correlated with wage share;
wage share positively
correlated with labor supply

Spillover from
frontier
knowledge

Source: own elaboration

indirectly and have a negative sign.16

This section sought to introduce how increases in RER, which function as cost reductions
in profit and wage-led open economies short-term models, would work through functional income
distribution and net exports to promote growth (or not). This is done by exploring the long-term
BPCG models through the loosening of initial assumptions by incorporating factors such as
innovation dynamics and structural change; it was shown that these elements influence the
outcome of each model and permit the long-term BP growth rate to change due to RER increases.
The section focused primarily on distributional effects, the cumulative causation mechanism that
would work through increasing returns due to relative price changes and the Kaldor-Verdorn
effect, and on technology gap models that allow for North-to-South knowledge or innovation

16By including distribution effects related to technological changes in an empirical analysis, Ribeiro, McCombie
and Lima (2020) show that previous results linking structural change and growth to the exchange rate become
insignificant, indicating that at least the interaction between distribution and innovation should be considered.

29



spillovers. Additionally, it became clear that initial values related to trade openness and profit or
wage shares, parameters defining trade elasticity, and relative innovation rates would define the
result.

1.2 A neo-Schumpeterian overview

This section reviews the neo-Schumpetrian approach, which can be considered one
of the literature that composes the post-Keynesian tradition (LAVOIE, 2014c), even though
it used Say’s law in some of its initial models (c.f. Nelson and Winter (1982). As innovation
and technology gap were brought to the center of discussion and clearly had the potential of
affecting the results of an RER increase, this section discusses the approach’s main tenants and
what constitutes the basis of its analytical models, connecting the proposed technological and
innovation segments and the technology gap proposition, which was already introduced in the
last section, that influenced the BPCG open models. It also discusses how agent-based (AB)
models are used to discuss the economy while emphasizing innovation and technical change,
which might be relevant for encapsulating the idea proposed in this thesis. Finally, it introduces
the AB model that serve as the basis of the analysis, along with the justification for using it.

The neo-Schumpeterian or evolutionary approach, through empiric evidence from case
studies and analyses, focuses on innovation dynamics and can be considered to incorporate
lessons on how innovation works, not only those related to the firm and industry level but also
the interrelation between it and an amplified institutional framework Freeman (1994). Also,
it argues that innovative performance is one of the most important determining factors in the
economic performance of nations (NELSON, 1992). Neo-Schumpeterian notions rose criticizing
the neoclassical school mainly on supply-side issues regarding production functions, production
possibility frontiers and homogeneity among firms. Also, it advocates for the need to incorporate
path-dependence and considers uncertainty and bounded rationality to be present in the system,
which serves as the basis of many of its critics (WINTER, 1988; 2006; DOSI; NELSON, 1994;
NELSON; WINTER, 1974; 2002; SIMON, 1986).

As neo-Schumpeterian rejected neoclassical microeconomic theories, Nelson and Winter
(1982) evolutionary approach proposed that relatively invariant and behavioral routines character-
ized firms, where each routine defined their specific organizational processes and competencies
that could change due to active search and learning. Routines constituted selection units of
this evolutionary approach (DOSI; NELSON, 1994). Since firms were considered to exhibit
bounded rationality and heuristic "satisficing" behavior (SIMON, 1986), there were no optimal
solutions for productive decisions, mainly because questions about the validity of the productive
possibility frontiers due to tacit knowledge and uncertainty related to innovation arose (WIN-
TER, 2006). Dosi and Egidi (1991), for example, considered that firms faced substantial and
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procedural uncertainty and focused on the framing process (KAHNEMAN; TVERSKY, 1979),
characterized by bias and shortcuts (heuristics) for establishing new routines. While innovation
implied uncertainty, heuristics and routines implied that new solutions and technologies could
also possess a degree of generalization or regularity.

Thus, to the extent that learning implies a decrease of uncertainty Dosi and Egidi (1991)
and that technologies and routines exhibit certain regularities like dominant designs, common
scientific body of knowledge, and shared understanding about processes and evaluation methods,
it is also considered that firms have path-dependence and that technology and innovations
are loosely constrained in technological paradigms and trajectories that at the very minimum
indicates a direction of technological change Dosi and Nelson (2010, p. 66-67) without preventing
the generation of new varieties of innovations outside those trajectories and paradigms (DOSI;
MALERBA; ORSENIGO, 1994). Also, as innovations are connected to learning and work
through the framing process, it implies that new knowledge is influenced by its proximity to
the previous knowledge known to firms, affirming the cumulative and path-dependent nature of
learning and hence innovation (DOSI; LABINI, 2007).

In neo-Schumpeterian trade theory, Dosi, Pavitt and Soete (1990) emphasize that the
international landscape of nations is characterized by first-movers that have absolute advantages
over others (more than comparative advantage). These confers them an advantage that, by the
nature of technology that includes path-dependence, makes it hard to overcome. Because of this
landscape and the difficulty of surpassing the leading countries and firms, Dosi, Pavitt and Soete
(1990) considers that technology differences, not price differences, are the main contributors to
explaining international trade and specialization patterns.

In Verspagen (1991) North-South model, he explores the possibility of the South capital-
izing on knowledge produced in the North. The technology gap entails spillovers related to the
size of the gap and the South’s learning capability, the latter taken as a parameter. However, the
gap itself also expresses the South’s learning capability: if the gap is too low, it implies that the
South has high learning capabilities, but there are not so many learning opportunities, whereas
if it is too high, there are many opportunities but low learning capabilities; that means that the
gap size can influence the ability of the country to take advantage of foreign technologies and
techniques (on a U-shaped non-linear way). This technology gap idea is applied in some models
showed in the previous section (e.g., Cimoli and Porcile (2014) and Ribeiro, McCombie and
Lima (2016).

By incorporating Dixon and Thirlwall (1975) export-led model, Verspagen (1992) intro-
duced both the knowledge spillover imitation and the Verdoorn effect. Additionally, it follows
Fagerberg (1988) implicit suggestion that in the Thirlwall (1979) model, if non-price factors
define elasticities, the trade income elasticities should reflect the innovation and adaptative
capacity of each country. Thus, in Verspagen (1992), the income trade elasticity reflects a neo-
Schumpeterian selection mechanism, through the replicator equation, that will select based upon
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each country’s competitiveness grounded on technology.

This combination of evolutionary and post-Keynesian ideas also gives rise to the under-
standing that “intermediate” relationships between agents (actors) and larger structures can be
relevant. This is based on the idea that the economic system behaves like a complex system,
which allows for the contemplation of more interactions than those considered by traditional
economics and avoids using optimal and equilibrium solutions.17 This idea opens space to explore
how initial conditions, economic structures, and the model mechanics interplay might influence
the results (ARTHUR, 2015). Since the economy is a complex system, the models that seek to
reproduce this type of system usually have emergent properties that are often not predictable
through analysis, even though they are relevant to the results (CARMICHAEL; HADŽIKADIIĆ,
2019). At the same time, adaptive rules and stochastic factors increase heterogeneity as agents
accumulate distinctions, even for systems with initial homogeneity of endowments and conditions
(CAIANI et al., 2016).

In contrast, most of the models in the last section were not evaluated using simulations,
and usually, only their mathematical properties were assessed, which hindered any analysis of
emergent properties if they had micro-foundations. In those cases, math proofs can show the
equation limits or the full range of possibilities that an imagined scenario can play out. Those can
yield important analytical results. However, this is applicable only in specific cases. Neoclassical
models, for example, only allow for this because of the use of the representative agent and the
equivocated use of the reductionist method. It permits the simple sum of representative agents’
actions to be taken as a whole. Nevertheless, this method is only valid if it is assumed that there
is no interaction among agents or that the interaction within the system is linear. Both conditions
are overlooked in the neoclassical analysis of the economics system (DELLI GATTI et al., 2008).

Sometimes, it might be necessary to make numerical simulations to test different param-
eters against specific trajectories on post-Keynesian models. Those tests are performed since
path dependence, and the non-linear associated equations make it impractical or impossible to
analyze comparative statistics, while analytical solutions might hide relevant information. Also,
numerical solutions may be a good tool in analyzing the system evolution, which is praxis in
agent-based models, since besides analytical mathematical proofs being impractical due to the
increase in complexity, non-linearities and stochastic components also increase the analysis’
difficulty (DELLI GATTI et al., 2008; DELLI GATTI; GAFFEO; GALLEGATI, 2010).

The representative agent is not used or assumed in post-Keynesian models that do not
use AB and stock-flow consistent methods. Thus, no agent with a predeterminate set of solutions
and interacting behavior results in the macroeconomic equations. Thus, its equations reflect the
theoretical framework that considers rational agent interactions. However, the downside of not
providing micro-foundations to its equation is to lose emerging properties, even if one considers

17Relations between structures and agents are relevant even when the economy is not considered a complex
system (FINE, 2011).
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the "smaller" of structures or agents that might come out if one considers the economy as a
system that shows complex, non-ergodic and non-linear behavior (DELLI GATTI et al., 2008).

In Ribeiro, McCombie and Lima (2017a), for example, which is an analytical post-
Keynesian model, a permanent increase in the nominal exchange rate growth rate is first set
as a shock. It allows domestic prices to catch up after a certain period due to labor bargaining
for their initial real wage, but the equation that allows for this conclusion is not based on a set
of heuristics or a maximizing behavior solution. Still, it reflects a broader theory of how the
economy and its agents behave.1819

AB models establish heuristics at the firm-level based on empirical evidence or stylized
facts. For example, in “K+S” models of of Dosi, Fagiolo and Roventini (2006, 2008, 2010),
they promote the integration of Keynesian and neo-Schumpeterian theories while trying to
reproduce microeconomic and macroeconomic “stylized facts” established on Dosi, Freeman
and Fabiani (1994). Simulations are, then, used to understand unpredictable issues by using
firm-level regularities and rules without incurring fallacies of composition. Firms perform R&D,
which is defined by a stochastic process that can result in innovations and imitations from other
firms’ technology, with the latter probabilities dependent on the technological distance of those
technologies.

In the open economy version of the K+S, Dosi, Roventini and Russo (2019) adds several
countries and industries, incorporating both innovation and cost competitiveness to confer
advantages that allow access to more demand through external markets. Trade is conducted
similarly to domestic market exchanges, but besides the exchange rate conversion, there is a
“distance” parameter that increases both the difficulty in imitating and replicating trade costs for
each country and industry, which permits countries and industries to differentiate themselves.
Thus, each firm’s market share is defined by a competitive equation (replicator), which considers
the competitiveness established by technology and the costs of each firm in each market20. Firms
might not participate in every market because there is a minimum necessary to operate in each
market, as defined by the replicator. Accordingly, the model simulations aim to see if the series
of their listed stylized facts about foreign trade and differentiation between countries emerges.

It is worth noting that this approach does not assume that there is a Verdoorn effect, a
straightforward North-South spillover effect, or a scale effect. However, those might emerge due
to cumulative learning reinforcing effects, the possibility of learning from more technologically
advanced foreign firms, and due to investment and technology feedback if they cumulatively

18Although there are heuristics relating to the agents’ behavior, their approach is compatible with AB models as
it is possible to conceive that random exogenous shock affects price variables in AB models.

19An alternative approach to mimic exchange rate dynamics is done by Kohler and Stockhammer (2022). They
linearize their model and run a simple numerical simulation where they set a shock to the risk appetite. This triggers
pro-cyclical exchange rate dynamics, which can be used to test if the exchange rate can lead to an endogenous cycle
variation. In turn, they use their model to conduct empirical tests.

20Each country has the same number of industries so that each market would be an industry in a country.
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apply. In Dosi, Roventini and Russo (2019), there is no decrease in the learning penalty of foreign
technology if they already imitated or increased participation in the specific foreign market’s
industry.

Caiani, Catullo and Gallegati (2018) provides another way of modeling the open economy,
where they establish a non-tradable and tradable sector on a currency monetary union — firms
in the tradable sector trade in an international market while the non-tradable firms trade only
domestically. The former firms might experience international spillover. Additionally, the tradable
sector is subject to price competitiveness from international markets. For those reasons, the
tradable sector feels stronger price and technology pressures than the non-tradable one. It is
worth noting that Caiani, Catullo and Gallegati (2018) also adds financial dynamics.

The MMM family of AB micro-macro models includes a greater diversity of elements
from the post-Keynesian literature, including notions related to BP restrictions, innovative
dynamics, and income classes. Another important factor is the investment decision, which is
defined as an extrapolation of sales from the previous period and depends on the capacity used
and the desired capacity and is constrained by the availability of funds (POSSAS et al., 2001;
POSSAS; DWECK, 2004, 2011; BUSATO; POSSAS, 2016; VIANNA, 2021). Note that Busato
and Possas (2016), which was mentioned in the last section, is a sectorial model part of this
family of models but does not possess any straightforward, innovative mechanisms. Instead, the
author uses autonomous investment as a proxy of innovative dynamics.

Possas and Dweck (2011) already showed how the MMM could introduce important
micro-macro features relating to innovation and growth. First, one important difference between
Possas and Dweck (2011) and other AB family of models is the presence of two technology
parameters: labor productivity and quality. While the former is usually connected with price,
if not represented proxied by price itself in other models, the latter showcases other attributes
dissociated with the technical production. That means quality encompasses characteristics
consumers use to define their consumption patterns and propensity to spend. Possas and Dweck
(2011) presented an open economy model that posited that subsequent versions of the model
should include the effects of process innovations – that affected productivity – in the trade balance.
Also, although there is an important feature, if productivity growth is higher than GDP growth,
there could be technological unemployment. Moreover, increases in the rate of productivity
growth can increase market concentration and investment volatility, which can change the GDP
cycle periodicity. Those interactions are only possible due to the model’s micro-macro layout.

The latter model of the MMM family is Vianna (2021). The MMM on its latest version
has several advantages that allow for a complete analysis of the effect of exchange rate variations
on growth from both the post-Keynesian and neo-Schumpeterian perspective: (i) a more complex
BOP dynamic; (ii) a multisectoral structure; (iii) the possibility of changes in distribution from
the external market; (iv) investment decisions may be dependent on innovations as productivity
changes influence capital investment; (v) consumption also depends on quality innovations; (vi)
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although they are not determinants of investment, profits play an indirect role in investment
by enabling investment projects to be carried out, i.e., the lack of profits serves as a restriction
on investment by firms, and also interacts with the availability of credit in the economy; (vii)
there is the possibility that changes in the real exchange rate will lead to the capture of external
demand (viii) as there is a financial sector, debt and leverage dynamics also influence the system
(VIANNA, 2021).

The last paragraph shows that Vianna (2021) encompasses most of the structure used
in BPCG models that might be used to understand RER variations. However, there are no BP
constraint adjustment mechanisms, which slightly departs from the Kaldorian perspective in
Thirlwall’s (2011). Still, price and income may adjust to successive BP deficits due to the set
of "institutional" rules and agent’s heuristics. Two ways of adjustment are worth noticing: (i
)a floating exchange rate is influenced by the trade balance, depreciating when there is a trade
deficit; (ii) a high degree of imports decreases the disposable income and, thus, GDP, which can
lead inclusively to financial crisis. Regarding the distribution, the MMM does not use a markup
equation that directly reflects changes in external competitiveness, like Blecker (1989) and
subsequent works. However, firms’ reference price in its Kaleckian price equation consideration
of external prices changes due to changes in the export share (VIANNA, 2021).

Additionally, the MMM, being a multi-sector AB model with both product and quality at
its disposal, allows structural change due to technological shifts to play out. This possibility is
important in BPCG models, as it allows growth due to differential shocks caused by changes
in the exchange rate. Unlike Busato and Possas (2016), there is no change in trade elasticities
due to relative quality or productivity changes. Like Dosi, Roventini and Russo (2019), though
there is no explicit Kaldor-Verdoorn or scale effect, cumulative learning and investment might be
reinforced due to demand increases. The cumulative causation mechanism could work in such a
model if these effects occur. The possibility of changes due to quality changes permits the model
to have structural changes that can connect with demand and do not associate directly with prices.
In this sense, a two-pronged technology approach focusing on productivity and quality might
entail more interplays and inclusive led to additional increases in demand (in comparison to the
cumulative causation mechanism) when RER increases lead to virtuous technological paths. This
would happen because quality increases would lead to upsurges in consumption, which would
increase innovation funds, allowing for more resources to be spent on innovation.

This section gives an overview of the neo-Schumpeterian and AB models. It shows that
the MMM is capable of dealing with all the transmission channels for the exchange rates that
were shown in the previous section while – as an AB model – adding cumulative dynamics that
characterize complex adaptative systems like the economy. Also, it presents more possibilities
of RER increases affecting the model, for better or for worse, due to financial and investment
dynamics, multisectoral structures and emerging properties that might characterize the interrela-
tions among agents and between them and larger structures. Additionally, it has more innovation
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channels than is usually available in BPCG and cumulative causation models.

1.3 Technology and innovation as a source of increasing re-
turns due to trade?

In Section 1.1, notably following Kaldorian ideas, in BPCG and cumulative causation
models, technical change was implicitly related to the economic expansion through increasing
returns of scale, external and internal, especially in industry. This rationale provided the support
for (i) the cumulative causation mechanism that posits that an increase in the market size would
lead to changes in productivity that, in turn, would lead to gains in exports due to relative
price changes; (ii) changes in supply that would facilitate capacity to follow demand in BPCG
models. However, (iii) changes in relative trade elasticities due to production increases were
only considered in structuralists and/or neo-Schumpeterian models and usually focused on the
North-South dichotomy.

Because the success of RER increases in stimulating demand and in changing growth
rates would primarily depend on increases in exports and then on sectorial and technological
change that would set virtuous dynamics capable of changing elasticities, it is conceivable that
innovations related to size and external markets would reinforce the Verdoorn effect (if it exists).
First, it is important to know if the increase in demand (meaning size increases) can lead to more
technological changes than just productivity changes accounted in the Verdoorn effect, like the
quality component of the MMM’s innovation search, incentivizing consumption. Second, as there
is more exposure to exports due to RER increases, learning by exports could be a strategic way
of reaching the external frontier or external innovations in general. For this reason, this section
outlines the innovation and system of innovation literature for hints of how those two dynamics
might play out, giving special attention to exports. Additionally, it reviews the learning by trade
empirical literature, both from exports and from imports, to better understand if empirical works
consider that exposure to external markets might influence firms’ innovation rates. This is done
with the motivation of a better understanding of how innovation works in order to introduce
changes on the MMM for running simulations.

As mentioned in the previous section, the neo-Schumpeterian literature postulates that
trade cannot be established only due to price competitiveness (DOSI; PAVITT; SOETE, 1990),
and Amable and Verspagen (1995) have shown that non-price factors competitiveness is signif-
icant for explaining exports growth rates, especially for long periods. If this is true, it implies
that any cumulative causation mechanism would require another subjacent technological change
mechanism that would entail changes in non-price factors. The technology-gap literature that
subsidizes the North-South model is based on Verspagen (1991), which allows for knowledge
spillovers at the country level from the North knowledge base to the South. In Verspagen (1992)
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and some of the models presented in the previous section, it is allowed for both the knowledge
spillover and the Verdoorn effect. Since learning in the neo-Schumpeterian view happens mainly
inside the firm and defines innovation, it is important to understand how this increasing returns
due to knowledge might play at a micro and innovation level.21

Kaldor emphasized internal economies instead of Allyn Young’s external-only economies.
The former focused on plant and firm-based economies of scale was relevant to his economic
reasoning and critic of, for example, equilibrium economics (KALDOR, 1985; HART, 2012;
TONER, 1999).22 This emphasis is also important because following Penrose (2009) and Chan-
dler (1990), which stressed resource and department-based possibility of innovation as a type of
dynamic capability that can be connected to the idea of increasing returns (TEECE, 1993; LA-
ZONICK, 2010), the neo-Schumpeterian literature uses the firm as basis for innovation dynamics
and for providing the selection mechanism that might define the microeconomic setting. As such,
it is natural to draw comparison points of the feasibility of technical change and innovation as a
source of increasing returns to scale.

The latter literature has the firm as the locus of innovation and highlights firms’ tech-
nological capabilities, which defines its ability to innovate (DOSI; NELSON, 2018). It also
concedes a distinctive role to interaction and diffusion, which cannot be dissociated from the
idea of innovation (SCHUMPETER, 1939, p. 90; METCALFE, 1981). Additionally, it gives
rise to the system of innovation literature that argues for the importance of a system approach to
innovation that includes a wide range of organizations, institutions, and social and technological
aspects to consider in the performance of a country (LUNDVALL, 2010), which cannot be
factored into firms by itself and could be argued as introducing an external economy component
in its perspective. In the end, the idea of interaction and diffusion systemically influencing
innovation makes firms’ innovation results and technology trajectories constrained or defined
more by country and sector-wide institutional factors plus firms’ specific strategies than the price
factors.

The relationship between the Kaldorian idea of “dynamics economies of scale” can be
easily associated with the neo-Schumpeterian notions of learning and innovation, as Kaldor (1985,
p. 63-70) already associated learning and experience to the dynamics economies of scale concept,
although he considered a phenomenon mainly related to the manufacturing sector. Additionally,
Toner (1999, p. 123), for example, argues that Rosenberg (1982) neo-Schumpeterian notion of
learning by using can be considered as another source of increasing returns in what Kaldor called

21It is noticeable that a North-South approach that highlights structures of production and consumption, and thus
elasticities, as in Prebisch (1959), is present in the latin-american structuralist approach. At least part of the two
literatures harbor similarities regarding the importance of innovation, technology change, international insertion,
and government policies (CASSIOLATO; LASTRES, 2008).

22In Kaldor (1972, 1985), along with the external economies that were pointed already in the economic literature
since Adam Smith and especially by Young (1928), which focused on the possibility of division of labor and
roundabout methods, the source of increasing returns was considered to be related to engineering principles in
industrial plants and modern firm scale economies.
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the “dynamic scale economies”. Rosenberg (1982) highlighted the interaction between the capital
goods-producing sector and its consumers (machinery and tools sector) as a source of innovation
and diffusion. Rosenberg (2006), for example, already argued before his chain-linked-model
(KLINE; ROSENBERG, 1986) that productive technology requirements and firm investment
significantly shaped science.

However, the possibility of productivity growth that is related only to scale, in the sense
that productivity changes do not entail any significant production and technology changes, must
not be ruled out even though it is plausible to think that productivity changes would walk hand
in hand with changes in production and technology. This possibility of scale-only gains might
even be shown in empirical studies.23

Von Hippel (1976) assigned an important role for the interaction between users and
producers in commercially successful user-led innovation in a few industries.24 Besides the usual
(manufacturer) paradigm in which manufacturing firms analyzed the consumption patterns of
the consumption sectors to guide their innovations, it was ascertained that consumers in some
industrial sectors might play an active role in screening, promoting, and developing innovation.
In contrast, the manufacturer had an outsized role in diffusing the innovation to other firms
(VON HIPPEL, 1976; 1978). This suggested that technological change was somehow, and to
some degree, endogenous to the productive process and in the spirit of the Kaldorian innovation
interpretation of increasing returns.

However, initial innovation models considered a linear notion of the science and inno-
vation circuit related to the science or technology push, where inventions would be crucial in
providing for the technology that would shape the production process’ innovations and new
products offered by firms (ROTHWELL, 1994). That would imply an exogenous scientific and
technological process that would lead to innovations after a diffusion and adaptation period
in the economy. Although considering that previous technological advances and inventions
(defined as a process or product innovation with a high degree of novelty) played an enabling
role, Schmookler (1966), for example, showed that those inventions were related to the size of
the market and investment and argued that there was an invention incentive related to a market
demand impulse which also conveyed consumers tastes and preference. Mowery and Rosenberg
(1979) argued decisively against the demand-pull argument as an explanation of the direction
and rate of innovations, especially against the taste and preferences notion, which was common
among surveys at the time.

23In Van Biesebroeck (2005), for firms in a few African countries, there is support for the possibility of learning
by exporting. However, the author suggests that scale economies explored by exporters might partly explain the
difference in productivity between domestic firms and exporters. Also, Crespi and Zuniga (2012) results indicate that,
for a few Latin American countries, the size of firms is related to an increased chance of introducing innovations,
which the authors relate to economies of scale and scope associated with the production of knowledge itself.

24In the neo-Schumpeterian innovation surveys analysis, user-producer interaction was already identified as an
important factor for innovation, like with Project Sappho conclusions (ROTHWELL et al., 1974).
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Albeit not directly arguing against the market size proposition, Mowery and Rosenberg
(1979) critic of works that showed a demand-led argument was heavily influenced by picking up
innovations in the diffusion period. They showed that the technology push argument could not be
ruled out since most inventions that were followed could be traced to initial breakthroughs in sci-
ence. As Freeman (1994, p. 480) puts it, Schmookler’s demand-pull view was highly challenged,
mainly due to his methodology,25 but however the controversies between the technology-push
and demand-pull dispute, Schmookler (1966) did provide a relation between production and
investment and the technological artifacts (patents and scientific publications related to inventions
which were used as a synonym of innovation).

Still, at the same time, the argument could be used to show that innovations were not ruled
by demand and that crisis periods were not related to innovations. As Freeman (1994) points out
in analyzing the crisis thesis for innovations, the idea that crises were coupled with innovations
was related to a temporal issue in the understanding of how innovation worked. In reality, major
technological and scientific breakthroughs could actually be traced to bonanza periods and had
different sources that could be traced to demand or to scientific and technology breakthroughs
that were developed when the economy was performing well. However, it took a longer period
to spread and diffuse in the economy. This diffusion had its own associated innovations that
were registered during the crisis. At the same time, growth would be a worse explanation for
innovation than the actual innovation efforts and resources that have been laid out.26 So, the
relationship between growth and innovations as a positive and regular relationship is not easy to
define, even though there are, arguably, many virtuous channels, including investment, R&D,
and learning related to increased productivity activity.

Anyhow, after the intensive work done by Rosenberg (1982) and the introduction by Kline
and Rosenberg (1986) of the chain-linked-model, the linear innovation model was replaced to con-
sider a systemic approach to innovation that would take into consideration interactions, feedback,
and diffusion. Also, although it includes aspects of the technology-push and the demand-pull
approaches, it is not considered to follow the direct relationship implied by Schmookler (1966)

25Mowery and Rosenberg (1979) critic of Schmookler (1966) pointed out that the diffusion process could account
for most of the inventions that were picked up by Schmookler, meaning that he owned his results primarily to an
initial more radical invention that was spreading to the economy and incentivizing innovations of its own.

26The explanation was related to Schumpeter’s (1939) understanding of Kondratieff cycles as a result of tech-
nological developments. Although Schumpeter (1939, p. 81) considered that countless innovations arise as the
resolution of particular challenges, there are contradictions about considering need as a major driver for innovation
and, therefore, crises. Diffusion periods usually show significant improvements in innovations, which might be
related to economic performance. Also, the demand for technological solutions might not be related to the economic
cycle. However, the resources and demand devoted to it might be increased due to a higher economic performance.
Thus, Freeman (1982) considered that there was an error in Mensch and Schnopp (1980) analysis that related
innovations to crisis, both from the point of view of understanding what drove innovation (he considers government
and military demand to be fundamental in the innovations tracked) and the maturation of scientific knowledge,
which was developed in periods of boom, and its relationship with technical innovations and diffusion. So, their
data pointed to the diffusion period and not to the radical innovations made in previous periods when the economy
was performing better. Additionally, the resources employed in innovation would actually be more relatable to
innovation performance than growth itself.
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(FREEMAN, 1994; METCALFE, 1995). This implies that growth by itself, while it might play a
role, especially in diffusion, cannot be linearly related to the innovation processes since there are
non-linearities and many other institutional factors that might be relevant and are challenging to
quantify. At the same time, their systemic arrangement might be more relevant than growth itself
(NELSON, 1993). As a result, even some countries that at first impression might appear similar
but, in fact, are different and dependent on their path and socioeconomic structures (EDQUIST;
LUNDVALL, 1993).

The system of innovation approach exemplifies part of this ambiguity. Freeman (1987)
emphasized the role of cooperation among government departments, conglomerates, and uni-
versities in Japan’s extraordinary technological performance in high-tech sectors. In addition to
Lundvall (1985, 1988), which focused on the implications of interactions and the possibility of
user innovations, it gave rise to the national system of innovation literature that pointed out that
innovation was, in fact, systemic and not only dependent on traditional macroeconomic condi-
tions but also dependent on institutions and government influences, cooperation among actors
and contingent on the cultural and social context, which are not traditionally in the economic
helm.

Nelson (1992, 1993), for example, showed that countries’ positive performance could
be, in general, attributed to the innovation systems, which, for the case studies exhibited in
their collection, exhibited coordinated efforts among different actors and a prevalence of high-
tech R&D sectors. So, as was the case with the countries’ performance studies, Von Hippel
(1978) pointed out that the source of innovations varied greatly between sectors and actors.
Lundvall (1988) emphasized the possibility of learning through interaction between actors and
that innovation levels should be related to the organization and easiness of knowledge flows,
making the cultural and geographical environment and the degrees of cooperation especially
relevant.

Lundvall (1988, p, 70-71) considers that the user-producer argument might be more
relevant in accentuating the role of the quality of demand than the role of the size of demand,
as there were relevant innovations developed through little demand expenditures, precluding
establishing any strong regularities from demand to innovations. Also, when arguing for the use of
a national system of innovation perspective, by considering that technology is embodied in labor
and inputs and by arguing that interaction, a prerequisite for learning and innovation, is shaped by
social, cultural, and idiosyncrasies defined at the national level, Lundvall (1988) considers that
technology and learning can be restricted in an international setting, especially when considering
that geographical distances might restrict the flow of information and apart the production, and
the learning that arise from that, from other parts of the firm and the system. Also, agglomeration
effects are connected to knowledge flows and presumably are local (PORTER, 1990) and have
been known to exist at least since Marshall (1920). Kaldor (1970) himself acknowledges the
potential agglomeration effects on industrial production unrelated to large-scale plants. The
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agglomeration reasoning can intuitively be used as an argument to offset learning and innovation
gains due to firms accessing users in external markets.

This last paragraph’s reasoning is critical because it suggests that the possibility of
“learning by exporting,” which would enhance the cumulative causation mechanism, is limited
or at least constrained. So, suppose currency devaluation or depreciations were to start this
mechanism through exports, and this has the potential to start a technical change process
that would change trade elasticities, as was suggested in the North-South models presented
in the last section. In that case, the mechanism might be hindered if exports do not have an
apparent innovation or technical change potential. First, the systemic approach argues against the
straightforward relationship between growth and demand and innovations and technical change
and, specifically, that the rate of innovation and quality of innovation might be related to those
themes.

This could be an argument against an automatic increasing “knowledge” return due to
scale. However, there are learning channels connected to production and interaction, which
presumably would increase firm activities and market size related to an increased innovation
chance. First, there are indications that, at least for radical innovations that would entail broad
technical change, a set of other variables not linearly related to market size or growth is required.
Second, since locally defined factors are relevant to the performance of firms, a strategy that
aims at exports as a way of developing innovations and technical change can be hindered since it
would be more difficult for firms to take advantage of supply and user-producer configurations
due to this “institutional” differences when accessing export markets. Thus, if the localness
of knowledge makes codifiable knowledge sectors likelier than tacit knowledge sectors to be
exploitable as a learning channel through trade, and codifiable knowledge is not related to size, a
growth of exports might not result in an increasing return due to technical change and innovation.
So, it is important to investigate the empirical evidence relating to the trade learning channels:
learning by exporting, which is usually associated with endogenous growth models, and learning
by importing.

On the other hand, the technology regime and system of innovation literature help us
understand that innovation occurs because of firm learning capabilities, builds on a firm/country’s
previous technology path, and requires efforts from multiple actors of the innovation system.
This means that if a domestic firm is to learn from foreign markets and firms, (a) this is more
likely to happen if the technologies are themselves similar, in multiple dimensions (cultural,
technical, preferences) to the previous ones used by firms and as more advanced it gets it might
require increasing efforts by firms in learning them; (b) that if learning is taking place, more
firms and actors of the system likely have some knowledge of the technology and the probability
of learning from a foreign technology must increase as there are more actors with the required of
parts of the required knowledge to learn.

In endogenous growth models, such as the one developed in Grossman and Helpman
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(1991), the central assumptions about technology and innovation are that these are governed by
inventions and R&D. Those can be considered as nonrival goods that might avoid redundancy
in the system if there is trade. However, patents and contracts hinder that property. Trade can
diffuse knowledge through the economic chain through the buying of patents or through the trade
of goods and services that embody the technology and R&D that was previously invested or
achieved by firms in other countries, which in turn gives access to the knowledge through buying
the patent itself or to increased contacts with foreign technical personnel, goods that might be
imitated or foreign consumers that might provide technical improvements. Their diffusion entails
technological efficiencies because the effort taken by a country, industry, or firm to make an
invention does not need to be reproduced by others if it can be diffused. Then, productivity
gains, similar to neoclassical comparative advantages specializations, can prevail due to trade
(GROSSMAN; HELPMAN, 1991).

Although it is not compatible with the view espoused by neo-Schumpeterians and,
additionally, the issues related to using R&D and patents as a proxy to innovations, which
might exclude a whole class of firms and sectors participating in the innovation process and
technology change (PAVITT; ROBERTS; TOWNSEND, 1984; COHEN, 2010), this diffusion of
R&D and patents in neoclassical models still would provide a rationale for learning by exporting
and learning by importing that could be seized in the sense that at least it provides proxies
for technological activities and innovations while tracking labor productivities or Total Factor
Productivity (TFP). Regardless of the controversies, in this way, many papers track productivity
effects of inventions or R&D expenditures diffusion using trade-in input-output matrices since
technological matrices actually track patent transactions, and R&D vectors use the input-output
matrices to track sectors’ direct and indirect R&D intensity (HALL; MAIRESSE; MOHNEN,
2010). Also, other empirical models try to relate innovation surveys, R&D, or productivity
(however measured) with exports. It should be noted that those papers do not cover issues
regarding meaningful differences among countries and technologies and usually do not control
for diffusion and time to maturity issues (BELL, 2006), differences between industries, the
diffusion itself as an important innovation component or a mix of those factors even when all of
them might affect the results, but still provides a proxy to the technology spillovers and learning
that trade might entail Keller (2010).

For overall trade, Coe and Helpman (1995) suggests that foreign R&D is more aptly to
be absorbed through trade than without trade, and that has positive effects on productivity.27

However, the case for exports-only is more complicated. Keller (2010), in a review of the
literature on international trade and technology spillovers, sums up that the possibility of learning
by export is tested by comparing exporting firms and domestic market firms’ productivity and
sometimes how foreign technology might be used through exporting and in turn affect domestic

27In this case, productivity is measured by TFP, which means all of the productivity that might not be assigned to
the accumulation of production inputs.
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technology. The perspective of learning by exporting is related to the idea that exporting firms are
more productive than domestic firms. Nevertheless, this idea might be related to some selection
mechanism due to more stringent foreign competition; more exposure to foreign knowledge;
fixed investment and R&D (sunk) costs related to entering the external market, which in turn
might justify scale economies; being already more competitive when entering the market; and
to the ability to reinvest in more productivity activities when less productive firms have exited
the market (GROSSMAN; HELPMAN, 1991; MELITZ, 2003). Hence, firms that export are
only able to continue to be exporters if they have high productivity levels or better technological
performance than the ones that exit the exporting market and might take advantage of the exit
of less productive firms to snatch that freed market share and profit levels that in turn might
contribute to additional productive gains.

Regarding the empirical evidence, Clerides, Lach and Tybout (1998), for example, by
studying three developing countries firms, do not find any meaningful effect for learning by
exporting but find the exporting firms more productive than domestic market only firms, possibly
due to self-selection, meaning that more productive firms are more likely to join external markets.
Bernard and Jensen (1999) in a long-period study for U.S. firms, find no learning-by-exporting
evidence, but only that exporting firms might experience growth and that exporters are usually
more productive already. However, De Loecker (2007) finds evidence that firms exporting to
high-income countries experience productivity gains. In contrast, Utar (2011) conjectures that
technological spillovers are present for exporting firms hiring technological services in foreign
countries and provides evidence of a relation between spillover and these services.

Love and Mansury (2009) provide, after controlling for self-selection, that there is at least
an association between exporting and innovation for business service firms in the U.S. However,
they cannot conclude that the extent of exporting affects productivity. Love and Ganotakis
(2013), looking into UK high-tech small and medium firms, finds a relation between exporting
and innovation consistent with being present in export markets but does not find evidence of
an increase in innovation intensity due to export participation. This makes them posit that the
exporting market size might play a role in allowing innovation to happen but not in increasing
the rate of innovation. However, Castellani (2002), for a sample of Italian manufacturing firms,
finds that export intensity above a certain level is correlated to productivity growth.

For Sweden, Tavassoli (2017) finds a relation between product innovation and exports,
but he does not test the opposite relation. Damijan, Kostevc and Polanec (2010), using the
Community Innovation Survey (CIS) and administrative records for Slovenia, propose a way of
determining the causality link between exporting and innovation (and vice-versa) by investigating
whether an export status switch influences a non-innovative firm to become innovative. Their
result indicates that exports affect process innovation but not product innovation (c.f. Oslo
Manual). Damijan, Kostevc and Rojec (2017), also using CIS, but for many EU countries,
find evidence of an export correlation to product and process innovation. Although causality
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cannot be established, this correlation is influenced by the R&D intensity of the country and the
manufacturing sector where the innovative firms are located. Those results must be taken into
account since they are confined to developed countries and medium- to large-size firms in the
EU, which exhibit a special trade configuration. Additionally, process innovation might be more
closely related to increasing returns to scale only.

Crespi and Zuniga (2012), which used innovation surveys from a few Latin-American
countries as their data, found that exporting is correlated to innovation activities. However, the
introduction of technological innovation has mixed results, which include negative correlations
in a couple of countries. Siba and Gebreeyesus (2017) find evidence of an exporting learning
channel correlated with productivity for a long panel dataset of Ethiopian manufacturing firms,
even though self-selection is ruled out. Gupta, Patnaik and Shah (2013) find neither evidence for
self-selection nor learning-by-exporting for the Indian manufacturing sector.

Regarding the possibility of learning by importing, Keller (2002) shows for a few
developed countries industries that technology flows proxied by R&D in an input-output setting,
and to a lesser extent to patent data, are related to productivity. His results, although should vary
for other countries and industries, indicate that own industry’s domestic R&D is the most relevant
productivity input, while other domestic industries’ R&D comes in second and that foreign R&D
within the same industry and from other industries play a similar role in productivities increases.
His premise and conclusion indicate that R&D embodied in intermediate goods can be a source
of technology and innovation that diffuse through the economy.

Malerba, Mancusi and Montobbio (2013) provides evidence of the last paragraph point.
Their results indicate that, by using R&D and citations as a proxy for knowledge flows for a
few sectors and countries, knowledge flows depend on the knowledge complementarity and
proximity and the type of knowledge relations each sector displays. Hence, international flows
are associated with more knowledge spillovers intrasectorally than intersectorially due to more
proximity between intrasectorial knowledge than intersectorial. At the same time, sectors with a
higher degree of dependence on knowledge of other sectors (intersectoral), which would imply a
higher degree of tacit knowledge, would depend more on knowledge spillovers at the national
level. Thus, user-producers’ relationships would be easier to be established due to national
boundaries easiness of communication and knowledge searching (MALERBA; MANCUSI;
MONTOBBIO, 2013).

Although the evidence is inconclusive, it hints that learning by exporting would have
drawbacks when relying on the user-producer learning channel since knowledge spillovers are
more likely to happen when the knowledge is more codifiable, making user-producer relationships
less relevant. This means that the relationship suggested by Toner (1999) about Kaldor’s thought
between learning by using and dynamics economies of scale are arguably less relevant in a
learning by export setting, in the sense of the restrictions related to the user being established in
a foreign market. For developing countries, this picture must be direr, as Katz (1987) already
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suggested that internal knowledge creation was much more dependent on channels other than
R&D, which would make learning by exporting channels not feasible in countries that cannot
rely on internal R&D, or sectors that are intensive to it, as at least a certain threshold of R&D
would be required to learning-by-exporting have positive effects.

However, it is undeniable that an export-led strategy was pursued by many countries that
can be considered successful development cases Amsden (1989), but sometimes learning through
exports may not be a strategy explicitly pursued by policymakers. For example, Chang (1993)
shows that South Korean policymakers actively pushed chaebols to export after giving them
domestic market preference. Their export aims were related to scale objectives, which inclusively
led to the active curbing of “excessive competition” and its associated “social waste” through
mergers to guarantee that firms would have a minimum scale of production and to acquire foreign
currency to enable imports of high technology machines and tools in order to modernize the
Korean industry with their embodied technological knowledge (CHANG, 1993).

From another perspective, for developing countries participating in GVCs, Tajoli and
Felice (2018) shows that the importing channel might have an important role in technology
transfers and knowledge spillovers from advanced economies to less technological countries,
not only in high-tech sectors but also in traditional sectors, with the potential of diffusing these
technologies and knowledge through the supply chain inter and intrasectorally.

The GVC literature considers that for developing countries, firms participating in GVCs
present great opportunities for learning due to investment and transactions which contain more
advanced technology, standards, and knowledge flows than local economies usually exhibit
(GEREFFI, 2014, p. 454).28 Although it is a specific economic setting, it exemplifies the troubles
of considering an automatic relationship between exports and technical change. For example,
innovating and technology budling depend upon the chain governance and firm power relations,
with leading firms having incentives to protect their technology and know-how from follow-
ers, and dependent upon the degree of information complexity and codification (GEREFFI;
HUMPHREY; STURGEON, 2005).29

For this reason, the possibility of upgrading, which can be approximate to the idea of
reaching activities with a higher degree of value-added and can be related to product and process
innovation, is highly dependent on the local innovation capacities (HUMPHREY; SCHMITZ,

28learning is usually promoted through Foreign Direct Investment (FDI) (BALDWIN, 2012). Through investments
by multinational companies that are leaders or participants in GVCs, bringing their production to developing
countries would lead to the possibility of learning gains through learning mechanisms via training, pressure to adopt
international best practices, and transfers of key technologies, which would allow learning through local spillovers,
imitation efforts and, above all, interaction between actors in the chains (GEREFFI, 2014; MARCHI; GIULIANI;
RABELLOTTI, 2018).

29Although for foreign firms operating in domestic markets, Storper (1995) notes that usually the technology
remains in the host country. At the same time, GVC literature emphasizes the insertion of GVC as there are
possible benefits of receiving foreign direct investment from leading firms that can lead to development. However,
as mentioned above, there are few learning opportunities from it.
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2002) and to the degree of non-replicability of information, resources and productive capacities
itself, with those factors influencing the learning and innovation process and output (SAN-
TÁRCANGELO; SCHTEINGART; PORTA, 2017). Marchi, Giuliani and Rabellotti (2018) in
a review of the GVC literature, highlights that learning through lead companies (it could be
considered analogous to the user company) can lead to achieving relevant innovations if local
firms are exploiting knowledge from other sources outside the GVC and present in its local
innovation system, including other firms. It also suggests that most GVC firms’ innovation
performance were dismal. Marchi, Giuliani and Rabellotti (2018) shows that besides traditional
standards spillovers, participating in GVCs does not consistently entail learning and technology
capacity building in general. However, the gains are concentrated on leading companies and
companies focusing on providing solutions and innovating for the internal market.

Through a review of the innovation and system of innovation literature connecting it
with the Kaldorian ideas relating to technological change, this section showed that the system
of innovation literature does not favor a special role for innovation due to demand increases,
although it entertains the possibility. Regarding international learning and innovation, it was
shown that the system of innovation literature considers that tacit knowledge and institutions,
including social and cultural relations, do not back that external markets might entail increases
in innovation rates. In respect to firm-level empirical evidence, it was shown that although
initially export markets were thought not to provide any innovation advantage for exporting
firms, new papers challenged that view, but the results were dependent on sectors and countries
analyzed, survey and econometric issues like a difficulty of separating entry effects, which would
characterize self-selection, and scrutinize firms in longer timelines. Learning by importing was
consensually considered as possible.
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Chapter 2

The MMM model with external imitation

2.1 The MMM description

As described above, the MMM has several advantages that provides a basis for its use in
this thesis. Here is a brief description of the MMM’s most important parts concerning the debated
topic. Vianna’s (2021) MMM is an open-economy model that takes Dweck (2006) and Possas
and Dweck (2004) AB and stock-flow consistent model and adds monetary and fiscal aspects for
analysis. This is interesting as it provides a basis for analyzing the above-mentioned problem.
Additionally, this family of models already provides for a BPCG framework in a sense. Since
Busato and Possas (2016), the multisectoral model already incorporated the BP constraint and the
possibility of financial flows. However, in the MMM version, as mentioned, this constraint is not
explicitly stated and might emerge as consequence from agents heuristics and their interactions,
and with rules regarding macro variables.

Additionally, Busato and Possas (2016) already incorporated the possibility of investment
dynamics simulating innovation trajectories and affecting the export coefficient, even though their
model did not directly include innovation, which make them treat it as a proxy of autonomous
investment (BUSATO; POSSAS, 2016, p. 292). The export coefficient was endogenous to
autonomous investment, external income, and relative prices. The idea of making the export
coefficient sentive to relative prices (and thus to RER variations) was incorporated from the
argument from Ferrari, Freitas and Barbosa-Filho (2013), for example, that price elasticities
would be affected by the exchange-rate level, if it was kept for a while. So, it is clear that this
model family can discuss this thesis’ theme.

The MMM is set on discrete time, and the productive sector basic unit is firms, which
produce using capital and workers. Vianna (2021) “financial-augmented” inclusions involve
financial sectors where the basic unit is banks, which can provide loans. Also, there are three
consumption classes, an external sector, the government, and a central bank. The productive
sector is multi-sectorial, divided between consumption, intermediate (input), and capital sectors
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according to their respective characteristics: producing consumption, intermediate, or capital
goods. This means that firms in different sectors produce using separate steps and even different
delivery timelines (this is more relevant for the capital goods sector).

In Vianna (2021), firms make a series of decisions based on the interrelated connections
of the system. Thus, all firms have decision rules based on how parameters and variables
representing important economic relations present themselves in the models. Hence, firms define
their level of production, the prices they will charge, how many workers they will employ, how
many capital goods they will order and how they will finance that investment (if with loans or if
with internal funds), how many intermediate goods they will need and how much they will spend
on their technological search.

The income classes earn income according to coefficients that define how much of their
respective profit and wage share. The income class desired expenditure on consumption goods is
defined by their last period income and propensity to consume parameter. Effective consumption
is restricted by financial constrains, including liquidity preference, and the consumption sector
supply availability. Also, there is an autonomous component, meaning that it is not defined by
income but by each class demand that evolves due to the firm’s product quality, which evolves
due to the innovation effort of firms. The demand for consumption goods is divided between
domestic and external demands. Additionally, the financial part encompasses not only firms
but also income classes, which means that loans and deposit decisions are available to them.
This means that banks receive deposits from firms and income classes with unspent funds while
providing them with loans (VIANNA, 2021, p. 71-72).

The government can tax both classes’ income and firms’ revenue. Government expendi-
ture can include unemployment benefits, wages and procurement of productive sector goods and
be restricted by the chosen fiscal rule (VIANNA, 2021, p. 72).

In Vianna (2021), the external sector income grows semi-exogenously based on a nor-
mally distributed growth rate defined in each period, with averages influenced by domestic real
growth. The export demand of each sector depends on external income and an export coefficient,
foreign prices, domestic prices, and the exchange rate; therefore, it depends on relative prices and
the price elasticity of each sector’s exports. Imports by income classes are restricted by domestic
consumption, which are limited by financial constraints and supply ability to meet demand. That
means that income classes will prioritize consumption goods made in the home country and
diminish their desired imports first if they face financial constraints, while they might increase
imports if the domestic consumption sector cannot meet the demand.1 At the same time, firms’
input imports depend upon external prices, domestic prices, the exchange rate, and the input
import price elasticity, establishing a sector-based input share of imports. For every sector, if the
domestic sector production cannot meet the aggregate orders of firms and income classes, firms

1The last feature is not considered on the simulations performed on this thesis.
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and income classes will try to acquire the remaining orders from the external sector (VIANNA,
2021).

Price decisions are based on Kalecki (1954). Firms consider their degree of monopoly,
proxied by the firm’s market share, their unit variable cost, and the market prices. Given their
degree of monopoly, firms weigh market prices against their desired price, which consists of the
unit variable cost over a markup, to choose their prices. A firm’s price affect its competitiveness,
which in turn affects its market share (VIANNA, 2021, p. 71). It is worth noting that overall
domestic prices affect external demand.

When choosing their output level, firms consider their capital vintages productivity
(which embodies labor productivity; the most productive vintages are used first), available inputs,
and expected demand. Based on that decision, firms choose their labor input. Production decisions
generate income and taxes allocated to income classes and the government based on respective
classes’ wage- and profit-share and tax rates. The input sector demand is established through the
demand of the other productive sectors and their respective input coefficient (VIANNA, 2021, p.
71).

Technological search is dependent upon the available funds. This innovation “procedure”
is divided into one that looks to increase product quality and another that aims to increase labor
productivity. Firms might imitate their peers or innovate in this process. Labor productivity
affects only the new capital goods that replace the older ones, while quality affects the firm’s
market share. As stated before, in the case of the consumption goods sector, it impacts the income
classes’ autonomous consumption.

Investment decisions are connected to long-term expected demand, availability of funds
(and thus profits accrued, loans available, and interest rates), and technological search and
innovation since productivity growth affect the capital goods payback rule, which firms use to
define their investment decision in comparison to their long term expected demand (VIANNA,
2021).

This means that the many effects stipulated in the BPCG and cumulative causation
literature are already featured theoretically in the model, at least at the micro level, with a
potential to impact the macro level: relative prices can potentially increase demand and expected
demand, which in turn can affect the availability of funds increasing innovation rates and
productivity growth, and thus investment and demand. Increasing productivity affects prices,
leading to firms’ external demand growth by increasing the aggregate external demand and
individual firms’ market share, allowing successive growth rounds to happen ceteris paribus.

Following Vianna (2021, 73-77), the model steps are:

1. Interest Rate Setting

(a) Basic Interest Rate: Central Bank fixes the basic interest rate following the monetary
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policy rule and then define an interest rate on deposits

(b) Interest Rate on Deposits: negative spread over basic interest rate.

(c) Bank’s Short- and Long-Term Base Loans Interest Rate: positive spread over basic
interest rate.

(d) Firm and Class Interest Rate: banks applies first a firm-specific and then a class-
specific risk premium over their rates.

2. Costs and Prices

(a) Nominal Wages: firms adjust workers nominal wages based on past inflation and
productivity growth.

(b) Input Cost: firms calculate input costs based on a technical coefficient and past
average input prices.

(c) Variable Cost: firm’s unit variable costs encompass wage and input costs, and unit
normal financial costs if firm’s current debt rate is higher than their desired debt rate.

(d) Mark-up Decision: firms adjust their desired markup based on desired and effective
market shares.

(e) Price Decision: firms set their prices based on desired markup over their variable cost
and average sector price (and the sector’s external prices, weighted by the export
share of the sector).

3. Production

(a) Planned Production: firms plan their production based on expected demand and
current level of inventories.

(b) Exchange Rate: adjusted based on last period’s balance of payments.

(c) External Income: calculated based on an exogenous growth rate, subjected to some
randomness.

(d) External Prices: calculated for each sector based on an exogenous growth rate and/or
the domestic price past growth, subject to some randomness.

(e) Sector Exports: depend on sectoral specific coefficients, the price differentials, price
and income elasticities of demand and the External Income.

4. Government Demand

(a) Government Desired Expenses: Government calculates desired expenses in wages,
unemployment benefits, consumption goods, capital goods and intermediate goods.

(b) Government Effective Expenses: limited by the maximum chosen by the fiscal rule
(set through parameters), which also determines the way government expenses are
done.
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5. Consumption and Class Finance

(a) Class Desired Consumption: income classes determine their desired consumption
(domestic and imported). There is an induced component based on average past
disposable income, and a autonomous component based on quality growth.

(b) Class Internal Funds: Composed by the current stock of deposits minus financial
obligations (interest and amortization) and desired retained deposits (liquidity prefer-
ence).

(c) Class Available Loans: are determined by classes current stock of loans and maximum
debt rate, which determines the maximum available loans.

(d) Class Demand for Loans: based on the difference between desired expenses and
available internal funds, limited to available loans.

(e) Class Effective Consumption Demand: minimum between desired expenses and total
available funds.

(f) Effective Imports: because income classes prioritize domestic consumption, effective
imports will be equal to the minimum between desired imports and available funds
after effective consumption.

6. Effective Demand

(a) Total Consumption Goods Demand: income classes’ effective consumption demand,
plus government consumption and exports.

(b) Total Intermediate Goods Demand: all firms’ input demand for the next period, plus
government inputs and exports.

(c) Total Capital Goods Demand: all firms’ capital demand based on past investment
decisions, plus government investment and exports.

(d) Effective Sectoral Demand: based on effective domestic demand for each type of
good and exports.

(e) Firm’s Demand: sectoral demand is distributed to each firm based on their market
share through replicator dynamics.

7. Sales, R&D and Profits

(a) Sales: minimum between current effective orders and effective production plus
inventories of each firm.

(b) Indirect Taxes Payment: firm’s revenue is indirected taxed.

(c) Technological Search: a share of firm’s net revenue is allocated to technological search
in each period, and firms perform R&D (innovation and imitation) in productivity
and product quality.
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(d) Net Interest Gains: firms pay interest on current loans and receive interest on current
deposits.

(e) Profits: Firm’s net profits are gross revenue minus tax payment, R&D expenses,
production costs, plus net financial gains.

(f) Profits Distribution: if net profits are positive, firms distribute a share to income
classes and retain the rest. If they are negative, no losses are distributed, and a
short-term loan will be demanded.

8. Capital Adjustment and Investment Decisions

(a) Physical Depreciation: physically depreciated capital goods are eliminated.

(b) Productive Capacity Effective Expansion (only in firms’ investment period): new
capital goods ordered in past investment period are implemented.

(c) Desired Expansion Investment (only in firms’ investment period): firms’desired new
productive capacity to meet long-term expected demand considers current productive
capacity and future capital goods depreciation.

(d) Desired Replacement Investment (only in firms’ investment period): new capital
goods considers a payback rule and the current technological frontier.

9. Firm Finance

(a) Firm Internal Funds: based on current deposits, plus retained profits minus desired
level of retained deposits (liquidity preference). Negative internal funds imply that
deposits cannot cover current losses, and short-term loans must be taken.

(b) Firm Available Loans: based on current stock of loans and maximum debt rate (total
stock of loans over total stock of capital, physical and deposits).

(c) Firm Demand for Loans: based on the difference between desired investment ex-
penses and available internal funds (limited to available loans).

(d) Banks Maximum Loans: based on regulatory rule and financial fragility sensitivity.

(e) Bank Effective Loans (only if banks have limited credit supply): If there is a limited
credit supply, banks apply a credit rationing based on a sectorial basis debt rate
ranking.

(f) Firm Total Funds: effective loans plus internal funds.

10. Effective Investment

(a) Effective Investment Expenses: limited to total available funds.

11. Market Exit and Entry
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(a) Exit: low market share or high debt rates can lead to exits.

(b) Debt Repayment: firms that exit the market must repay existing debt with available
deposits. If that is not possible, they default the banks.

(c) Deposits Redistribution: firms that exit the market with net positive deposits distribute
it to income classes as profits.

(d) Capital Stock Available: firms that exit the market leave some capital goods available
for entrants.

(e) Entry (only if sectoral demand is growing): entrants will copy the average market-
share and other statistics of the average firm of the sector, but capital goods will be
constrained by the availability of productive capacity.

Those steps already indicates the complexity of the model and the possiblity of consider-
ing most of the exchange rate channels that were discussed previously.

2.2 Model changes

Although plenty of the exchange rate channels have already been incorporated, some
issues still require attention. The following section shows the proposed changes to the model
to provide a better framing with the Neo-Schumpeterian literature and better encompass the
exchange rate effects debated. Initially, Subsection 2.2.1 contains a new innovation and imitation
procedure proposal. This change seeks to make the model comply with a better understanding of
stylized facts of the innovation literature. The subsection also has a new structure for external
imitable firms because Chapter’s 1 recognized that external innovations could affect the results,
and their interaction with the exchange rate channels could be relevant to the debate. This ap-
proach also enables the endogenization of income elasticities, representing another technological
path of changing growth rates. Further, to both engage in the possibility of trade influencing this
external imitation and simultaneously providing firm individualized exports, external market
shares were introduced. These new developments lead to changes in how demand and prices are
set, as detailed in Subsection 2.2.2.

2.2.1 Proposed modifications on modelling the innovation process

Vianna (2021) used a two-step approach to the innovation process (technological search)
for both product quality and labor productivity. The first step is called "Innovation" and the second
is called "Imitation". Both steps’ successes for each firm rely on drawing a random number,
with the probability of success increasing as more resources are spent. In the case of innovation,
its value depends on the simulation period and stochastic processes to reproduce uncertainty,
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while for imitation, the firm automatically drew the maximum quality or labor productivity of its
respective sector. So, a key contribution of this thesis is to propose an external imitation step
to the MMM. This enables addressing the problem brought by the thesis related to currency
depreciation and the rationale outlined in the BPCG and cumulative causation framework in an
AB framework.

First, this section introduces changes to the innovation process that are compatible with
the development of an external imitation process connected with the external spillover idea
from international knowledge of technology gap models. Initially, this required changes to both
firm’s innovation and imitation process. It also needed the introduction of external firms making
innovations, which was accomplished by reproducing the same innovation procedure associated
with external income growth. Then, the external imitation process was added. Additionally, an
external market share for each domestic firm was included, which led to the introduction of many
demand and price changes. These were done to stress both possible distributional effects from
changes in relative prices and to introduce a new feature that allows firms with more international
insertion to have more chance of imitating external firms. Finally, the external firms’ quality
comparison with the domestic firms’ is used as a proxy for the income elasticity of demand,
which is, hence, endogenous.

2.2.1.1 Step 1: innovation

For the innovation process, the previous version relied on the period to define the
magnitude of the innovation found during the technological search, regardless of the firm’s
previous technology. Theoretically, as initially proposed, the MMM innovation process mimics
the exogenous technology push (POSSAS; DWECK, 2011), which was considered to be an
old interpretation of how innovations emerge in the economy dissociated from the productive
process. In other words, if firms were able to innovate, they would reach the exogenously defined
technology frontier established by an exogenous parameter (time), subjected to some randomness.
This formulation created a situation that made previous technology unconnected, at least not
directly, to the firm’s innovation and made path dependency, a feature of neo-Schumpeterian
models, not rely on innovation features directly. For imitation, although a firm’s imitation was
dependent on other firms reaching the sector technology frontier, its previous technology values
did not directly affect its imitation results. This means technological paths were shared among
firms in each sector but not by itself. Also, using the period as a reference for magnitude becomes
an issue if a firm is allowed to imitate an advanced technology, say, from an advanced external
sector. In such cases, firms would not be permitted to innovate or imitate domestically as the
advanced technology from the external sector would always present higher productivity or quality
results than their domestic innovative efforts.

Thus, the new innovation step is defined by the following schedule for each firm, repre-
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senting the search for new labor productivity.2

The probability of success in innovating will depend on rndj,t and the firm wages. The

firm will then draw a random number between 0 and 1. If it is bigger than 1 − e

(
−inni·

rndi,t
wri,t

)
,

then the firm is successful in innovating and the dummy will assume the value of 1:

P
(
dummyinn−pr = 1

)
= 1 − e

(
−inni·

rndi,t
wri,t

)
(2.1)

where

dummyinn−pr
i,t is a dummy variable that assumes the value of 0 or 1, with one meaning

that a firm is successful in innovating for productivity;

inni is the innovation proportion of R&D expenses of firm i;

rndi,tis the R&D expenses of firm i in period t; and

wri,t is the nominal wage rate of firm i in period t.

Then, the labor productivity result of innovation will depend on the following equation:

ϕinn
i,t = ϕp

i,t−1 ·
(

1 + dummyinn−pr
i,t ·N

((
t+ 1
t

)
· oppϕ

j , sd
ϕ
j

))
(2.2)

where

ϕinn
i,t is firm i’s possible labor productivity in period t due to innovation;

ϕp
i,t−1 is firm i’s labor productivity frontier in period t−1;

oppϕ
j is the labor productivity technological opportunities of sector j;

t is the current simulation period; and

sdϕ
j is the standard deviation of the distribution of innovations for the labor productivity

of sector j.

It is worth noting that t is still used, but only to provide the same velocity of growth
of the normal distribution average of the previous version of the model. This is done to avoid
"tweaking" the parameters too much. Now, the previous labor productivity will influence each
firm’s innovation process.

2.2.1.2 Step 2: domestic imitation

As mentioned, the imitation process used in Vianna (2021) automatically allocated the
sector’s maximum labor productivity (or quality) to the imitating firm. This, at least potentially,

2Every step to achieve improvements in product quality is analogous to labor productivity and will not be
exposed

55



made firms converge easily and quickly to achieve maximum productivity in the sector. This also
made imitation potentially connected to radical innovations, in the case of laggard firms, rather
than incremental innovations. Those laggard firms copying other firms’ processes or products
would instantly become the most productive firms (t minus 1) in the economy. This would have
been heightened if external imitation had been introduced using the same process.3 For example,
if there were just one firm that was able to imitate a really advanced technology from the external
sector and 20% of firms of the respective domestic sector were successful in the imitation draw,
they all would be able to adopt this new technology. This seems unplausible, especially if one
considers the innovation effort as the noblest and most capable of achieving higher productivity
than imitation.

Thus, the probability of success of the procedure is the same for the domestic imitation
process. Again, the firm will draw a random number between 0 and 1. If it is bigger than

1 − e

(
−imi·

rndi,t
wri,t

)
, then the firm is successful in imitating, and the dummy will assume the value

of 1:

P
(
dummyim−pr

i,t = 1
)

= 1 − e

(
−imi·

rndi,t
wri,t

)
(2.3)

where

dummyim−pr
i,t is a dummy variable that assumes the value of 0 or 1, with one meaning

that a firm is successful in imitating domestically for productivity;

imi is the imitation proportion of R&D expenses of firm i;

rndi,t is the R&D expenses of firm i in period t; and

wri,t is the nominal wage rate of firm i in period t.

But, this time, for a successful domestic imitation procedure (with the dummy equal one),
the firm will search for all labor productivity frontiers of the sector in the last period and will sort
it according to the inverse of the Euclidean distance between its own labor productivity frontier
and those other firm’s labor productivities frontiers. For a firm looking for a new technology,
imitation is more likely to occur the closest this technology is to the firm’s own technology. Also,
the increase in the aggregate of distances makes it easier for a firm to imitate from a single firm
or from a cluster of neighboring firms. The logic is that considering that a firm is looking for
technology and techniques, the model will make it harder for them to learn from technology
distant firms. At the same time, it will make it easier to learn from similar firms.

Then, the firm will randomly draw firm k’s labor productivity frontier with the probability
of the draw given by the distance between the firm’s i and k. Formally, for a given labor
productivity frontier distance between firm i and k, the probability of firm i imitating firm k

3In fact, imitating higher frontiers can have similar effects even if less pronounced approaches are used.
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productivity technology is given by:

Pr
(
ϕim

i,t = ϕp
k,t−1

)
=

dummyim−pr
i,t∣∣∣ϕp

i,t−1 − ϕk,t−1

∣∣∣ ·∑l
n=1

1∣∣∣ ¯ϕpi,t−1
−ϕp

l,t−1

∣∣∣
(2.4)

where

ϕim
i,t is firm i’s possible labor productivity in period t from the domestic imitation process;

ϕp
i,t−1 is firm i’s labor productivity frontier in period t−1;

ϕp
k,t−1 is firm k’s labor productivity frontier in period t−1;

¯ϕp
i,t−1 is firm i’s labor productivity frontier (fixed in the sum) in period t−1;

ϕp
l,t−1 is firm l’s labor productivity frontier in period t−1.

In comparing against the imitation approach that returns the maximum productivity
available, this format makes the imitation outcome ϕim

i,t less erratic in value terms. It also
emphasizes learning, path dependency, and technology regimes as features of innovation and
diffusion. It is worth noting that when a firm is too detached from other firms’ productivities, i.e.

its productivity distance is far away from others, making it likelier to imitate firms that are in
its proximity. This means that having a positive outlier firm for productivity will reinforce the
probability of domestic imitation occurring from its low-productivity neighbors. In this sense, a
more balanced distribution of firms would be better for imitation outcomes. Also, this procedure
makes it more likely that the productivity outcomes distribution is more dispersed with more
productivity inequality.

These last two features are important since the evidence points out that more developed
countries can modernize some sectors while not forgetting to lift up less dynamic sectors. Further,
the evidence points out that countries that fail to overcome the middle-income trap are the ones
that have focused on a few technologically modern sectors. However, its success cannot spread
to outdated ones (LAVOPA; SZIRMAI, 2018). Thus, the more balanced the distribution, the
more positive the productivity overall, and there is a possibility that the country shows a more
unequal distribution of productivity.

2.2.1.3 Step 3: external imitation

Differently from the innovation and domestic imitation processes, the external imitation
might be dependent (a simulation scenario) on the firm insertion on external markets and its level
of imports. The probability of the procedure being successful is the same. Again, the firm will
draw a random number between 0 and 1. However, this probability will be influenced by this

trade insertion feature. If it is bigger than 1 − e

(
−ximi·a

xim
i,t

·rndi,t·ψj
wri,t

)
then the firm is successful in

57



imitating and the dummy will assume the value of 1:

P
(
dummyxim−pr

i,t = 1
)

= 1 − e

(
−ximi·a

xim
i,t

·rndi,t·ψj
wri,t

)
(2.5)

where

dummyxim−pr
i,t is a dummy variable that assumes the value of 0 or 1, with one meaning

that a firm is successful in imitating externally for productivity;

ximi is the external imitation proportion of R&D expenses of firm i;

rndi,t is the R&D expenses of firm I in period t;

ψj is a external imitation difficulty parameter of sector j; and

wri,t is the nominal wage rate of firm i in period t.

The external market share, real exports, and firm’s imports influence the likelihood of
the external imitation process:

axim
i,t =

(
xmsi,t−1

)
ϵxms

j +
(
trpi,t−1

)
ϵx

j (2.6)

where

axim
i,t is the external imitation sensibility due to international insertional of firm’s i on

period t;

xmsi,t−1 is the external market share participation of firm i on period t−1;

ϵxms
j is the external imitation sensibility of sector j due to the external market share

participation;

trpi,t−1 is the trade openness of firm i on period t−1; and

ϵx
j is the external imitation sensibility of sector j due to the trade openness.

The same logic of the domestic imitation procedure applies to the external imitation
procedure, and firm i will randomly draw external firm k labor productivity frontier. Given the
labor productivity frontier distance between firm i and external firm k, the probability of firm i

imitating the external firm k is given by:

Pr
(
ϕxim

i,t = xϕp
k,t−1

)
=

dummyxim−pr
i,t∣∣∣ϕp

i,t−1 − xϕp
k,t−1

∣∣∣ ·∑l
n=1

1∣∣∣ ¯ϕpi,t−1
−xϕp

l,t−1

∣∣∣
(2.7)

where

ϕxim
i,t is firm i’s possible labor productivity in period t from the external imitation process;
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ϕp
i,t−1 is firm i’s labor productivity frontier in period t−1;

xϕp
k,t−1 is firm k’s external labor productivity frontier in period t−1;

¯ϕp
i,t−1 is firm i’s labor productivity frontier (fixed in the sum) in period t−1;

xϕp
l,t−1 is firm l’s external labor productivity frontier in period t−1;

2.2.1.4 The new productivity (and quality) frontier

Since firms are now allowed to imitate external firms, the new productivity frontier for
the firm will be the maximum between the firm’s previous frontier and the three innovative
processes:

ϕp
i,t = max

(
ϕinn

i,t , ϕ
im
i,t , ϕ

xim
i,t , ϕp

i,t−1

)
(2.8)

where

ϕp
i,t is firm i’s productivity frontier in period t;

ϕinn
i,t is firm i’s possible labor productivity in period t due to innovation;

ϕim
i,t is firm i’s possible labor productivity in period t from the domestic imitation process;

ϕxim
i,t is firm i’s possible labor productivity in period t from the external imitation process;

and

ϕp
i,t is firm i’s productivity frontier in period t−1.

2.2.1.5 External technological paths and endogenous income elasticity of exports

It is necessary to take a detour to introduce the third step in the new 3-step innovation pro-
cess because the external imitation requires a description of the external economy’s technological
paths. First, external firm objects are introduced in the LSD program used in the simulation. This
has the fortunate side effect of making it easier to introduce firm-level variables for the external
sector on future works, as besides this new productivity and quality processes introduced, the old
model included only sector or macro variables for the rest of the world. For external firms’ labor
productivity and product quality, their growth is not modeled like that of domestic firms because
their participation in the economy is not modeled. Thus, the many relations that might influence
their innovative process are not explicitly considered.4 However, for consistency, they follow
similar distributions and heuristics as domestic firms in their innovative process. External firms’
labor productivity frontiers and product qualities are also proportional to external income, as it is

4For now, these external firms work as an "as-if" argument for producing the external labor productivity
technologies and product qualities that might be imitable by domestic firms.
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generally assumed that innovation, productivity, and income are related. Therefore, external labor
productivity (and quality) is related to external income (as previously, only labor productivity
will be shown):

xrnd(j, t) = yx
t

F
λx

j (2.9)

where

xrndi,t is firm i’s external R&D expenses in period t;

yx
t is the external income in period t;

F is the number of external firms ;

λx
j is the external revenue R&D proportion parameter for sector j.

Then, xrndi,t is used to influence the chance of the external firm frontier to advance in
the period in the same fashion as the domestic innovation process:

P
(
dummyxinn−pr

i,t = 1
)

= 1 − e(−xinnj ·xrndi,t) (2.10)

where

dummyxinn−pr
i,t is a dummy variable that assumes the value of 0 or 1; and

xinnj is the innovation proportion for labor productivity of external sector j.

The external firm draws a random number between 0 and 1 to define the dummy value.
If this random number is bigger than 1 − e(−xinn−prj ·xrndi,t), then the dummy will be equal to
one, and the external firm will be able to increase its frontier under the following equation:

xϕinn
i,t = xϕp

i,t−1 ·
(

1 + dummyxinn−pr
i,t ·N

((
t+ 1
t

)
· oppxϕ

j , sdxϕ
j

))
(2.11)

where

xϕxinn
i,t is external firm i’s possible labor productivity due to innovation;

xϕp
i,t−1is external firm i’s labor productivity frontier period t−1;

oppxϕ
j is the external labor productivity technological opportunities of sector j;

t is the current simulation period; and

sdxϕ
j is the standard deviation of the external innovation distribution of sector j.

If xϕxinn
i,t is higher than the previous external firm productivity frontier, it will become

the actual one. Formally, then, the new external firm new labor productivity frontier on period t
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will be:

xϕp
i,t = max

(
xϕxinn

i,t , xϕp
i,t−1

)
. (2.12)

Those external labor productivity frontiers are now evident to domestic firms and may
be copied by them. So, even though there is not any external firm being modeled with all the
aspects of domestic firms, this method is a solution that allows domestic firms to look for
possible external technologies and choose to imitate them, provided that if they find an external
technology and this technology labor productivity (or quality) is higher than both its innovation
and domestic imitation process results and the firm’s previous frontier. Additionally, concerning
previous versions of this family of models, this reinforces other changes to the imitation process
heuristics that allow for a more nuanced diffusion and highlight the path-dependency character
of the economy and innovation.

This form of generating external technologies combined with the external imitation
process departs from Verspagen’s (1991) North-South model; simultaneously, it preserves the
technology gap spillover. First, the learning capability is still related to the distance of the
firm’s own technology to the external technology, and the likelihood of imitating the most
advanced technologies will increase for firms closer to the external frontier. Also, suppose the
firm productivity is above average. In that case, fewer external technologies will be available
for imitation that are useful for the firm. However, it might be that its proximity to an above-
average particular external firm’s labor productivity or quality makes the firm better off. This
will simulate an increased domestic learning capability. This is an AB firm-level movement that
reflects Verspagen’s (1991) equation since, in his approach, a low-technology country initially
has many technology opportunities. However, it does not have the learning capabilities to learn
them, while as it modernizes, it increases its learning capability, but the technology opportunities
diminish. However, in this way, firms and the domestic sector might face better opportunities if
they are close to the external frontier.

The income elasticity will also be endogenous to the model since now there is an external
average quality that states the quality of the products of each sector of the external market. The
rationale is the same as the one used for the consumption classes: product quality influences
consumption, which will guide the income elasticity equation. The new income elasticity of
exports will consider the external sector firm’s average quality as a proxy for the export elasticity
of each sector:

¯xqq
j,t =

∑
xϕq

i,t

xFj,t

(2.13)

where

barxqq
j,t is the external average quality of the external sector j in period t−1;
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xϕq
i,t is the quality of firm i in period t; and

xFj,t is the number of external firms in sector j in period t.

The exports’ income elasticity adjustment equation will compare the growth of the
external average quality against the growth of domestic average quality of sector j:

ϵy,x
j,t = ϵy,x

j,t−1 ·

1 + µy,x
j

 ¯qp
j,t−1 − ¯qp

j,t−2
¯qp

j,t−2
−
xqp

j,t−1 − xqp
j,t−2

xqp
j,t−2

 (2.14)

where

ϵy,x
j,t is the income elasticity of sector j’s exports in period t;

ϵy,x
j,t−1 is the income elasticity of sector j’s exports in period t−1;

µy,x
j is the is the income elasticity adjustment parameter of sector j’s exports;

¯qp
j,t−1 is the average quality of sector j in period t−1;

¯qp
j,t−2 is the average quality of sector j in period t−1;

xqp
j,t−1 is the external quality of sector j in period t−1; and

xqp
j,t−2 is the external quality of sector j in period t−1.

2.2.2 Demand and external sector changes

The following section will show changes due to demand, not strictly due to innovation
and technology. First, it is proposed that domestic firms have independent external market
shares in the model structure. Also, suppose external imitation might imply that firms have a
different probability of imitating due to the firm’s external market share. In previous versions
of the model, the market share was indistinguishable between domestic and external shares. In
that case, providing domestic and external market shares is necessary. The external one will
evolve similarly to the domestic market share (which will behave like the old one in this model).
However, it will be considered that the technology competitiveness is more relevant for adjusting
the shares, as it is considered that companies with low competitiveness are shunned out of
external markets or unable to enter them. This is the first approximation of the selection bias
mechanism discussed in the first section. So, the external demand for each sector will be equal to
the sum of sector real exports times the external market share of each firm of the sector:

oexp
t =

J∑
i=1

(
expr

j,t · xmsi,t

)
(2.15)

where
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oexp
t is the real external demand (exports) in period t;a

F is the total number of firms in period t;

expr
j,t is the real external demand (exports) of sector j in period t; and

xmsi,t is the external market share of firm i in period t.

This external market share will be defined by replicator dynamics as is usual with
evolutionary models:

xmsi,t = xmsi,t−1

(
1 + µxms

j

(
coi,t

¯xcoj,t

− 1
))

(2.16)

where

xmsi,t is the external market share of firm i in period t;

xmsi,t−1 is the external market share of firm i in period t−1;

µxms
j is external market share adjustment parameter of sector j;

coi,t is the competitiveness of firm i in period t; and

¯xcoj,t is the average competitiveness of the sector j in period t weighted by the external
market share.

With the adjustment parameter µxms
j > µms

j , firms will now have distinct market shares
for the domestic and external markets.5 Also, the exports for each sector will be determined by
this market share in accordance with the aggregate exports that are defined by a fixed sectoral
exports coefficient, the current level of external income, the real exchange rate, and elasticities
of demand for income and price:

expr
j,t = ϵj ·

(
p̄j,t · ert

px
j,t

)ϵp,xj

· (yx
t )ϵy,xj,t (2.17)

where

expr
j,t is the real external demand (exports) of sector j in period t;

ϵj is the exports coefficient of sector j;

p̄j,t is the average price of sector j in period t;

ert is the exchange rate of the economy in period t;

5It is worth noting that an alternative formulation was considered. It consisted of allotting a competitive bonus
for the external imitation that firms were doing, as it would imply that those firms imitating externally a lot would
have more knowledge of external markets that would translate into more external market share. However, this was
given up for simplicity because it would be counterintuitive to have companies with less productivity or product
qualities with more external market share. Additionally, it would create a strong reinforcing dynamic since the
external imitation equation might be tested depending on the external market share.
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px
j,t is the foreign price of sector j products in period t;

yx
t is the real external income on period t;

ϵp,x
j is the price elasticity of sector j’s exports; and

ϵy,x
j,t is the income elasticity of sector j’s exports in period t.

This income elasticity is now endogenous to the model due to the intruduction of the
innovation process of external firms. For the consumption goods sector, domestic demand is now
determined by the sum of each income class consumption and government consumption:

oc,t =
H∑

h=1
cr

h,t + cr
g,t (2.18)

where

oc,t is the (real) domestic orders of the consumption goods sector in period t;

H is the number of income classes;

cr
h,t is the real effective domestic consumption demand of class h in period t; and

cr
g,t is the real effective consumption demand of the government in period t.

For the intermediate goods sector, domestic demand is determined by the government
demand for inputs and the sum of input demand of all firms, which is based on the next period’s
expected production, the fixed input technical coefficient, and the current level of stock of inputs,
already discounting the amount to be used in current production:

oin,t =
Fi∑

i=1

(
1 − ιini,t

)
inpd

i,t + inpr
g,t (2.19)

where

oin,t is the (real) domestic orders of the intermediate goods sector in period t;

Fi is the total number of firms of the input sector;

ιini,t is the propensity to import inputs of firm i in period t;

inpd
i,t is the input demand of firm i in period t; and

inpr
g,t is the real input demand of the government in period t.

Finally, for the capital goods sector, domestic demand is determined by the sum of
effective investment decisions of all firms, considering private and government investment
already limited by financial constraints. Firms only demand capital goods during an investment
period, and investment periods are not simultaneous for all firms. Instead, they are mismatched,
but every production period is an investment period for at least some firms:
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ok,t =
Fk∑
i=1

iri,t + irg,t (2.20)

where:

ok,t is the sectoral orders (in real terms) of the capital goods sector in period t;

Fk is the total number of firms of the capital sector;

iri,t is the real effective investment of firm i in period t; and

irg,ti s the government’s real effective investment (capital demand) in period t.

Total sectoral demand is then divided among firms based on their relative market shares:

oi,t = msi,t · oj,t + expr
j,t · xmsi,t (2.21)

where oi, t is the total sectoral orders of firm i in period t;

msi,t is the market share of firm i in period t;

oj,t is the domestic orders (in real terms) of sector j in period t;

expr
j,t is the real external demand (exports) of sector j in period t; and

xmsi,t is the external market share of firm i in period t.

Also, from the last equation, domestic share be equal to:

dsi,t = msi,t · oj,t

oi,t

(2.22)

where

dsi,t is the domestic share of firm i in period t,

and the export share is equal to:

xsi,t =
expr

j,t · xmsi,t

oi,t

(2.23)

where

xsi,t is the external share of firm i in period t.

Now, firms will have both a domestic market share and an external market share that will
follow their relative competitiveness, formalized in replicator dynamics equations and differ in
the adjustment parameter. The domestic market share will be equal to:
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msi,t = msi,t−1

(
1 + µms

j

(
coi,t

¯coj,t

− 1
))

(2.24)

where

msi,t is the market share of firm i in period t;

msi,t−1 is the market share of firm i in period t−1;

µms
j is market share adjustment parameter of sector j;

coi,t is the competitiveness of firm i in period t; and

¯coj,t is the average competitiveness of the sector j in period t.

It is worth remembering that µxms
j > µms

j . Also, the price for the firm will be changed
to reflect the fact that firms do not exhibit a homogenous exposure to the external sector. The
price equation follows Kalecki (1954) and reflects their degree of monopoly. In this sense, firms
will look at the market average price and their desired price to decide the price they will charge.
Although the previous version of the model already modifies Kalecki’s equation to include the
external market as a relevant market for the firm, now the external price weight will be able to
vary on the firm-level simultaneously with the external market share:

pref
i,t = ¯pj,t−1 ·

(
1 − θx

i

(
xsi,t−1

))
+ px

j,t−1 · ert−1 · θx
i · xsi,t−1 (2.25)

where

pref
i,t is the reference price of firm i in period t;

¯pj,t−1 is the average price of sector j in periodt−1;

θx
i is the external price weight parameter of firm i;

xsi,t−1 is the external share of firm i in period t−1;

px
j,t−1 is the sector j external price in period t−1; and

ert−1 is the exchange rate in period t−1.

The desired markup considers the evolution of the market share. With the introduction of
the external market share, the desired markup will also consider both (domestic and external)
market shares. First, an average between them is calculated:

amsi,t = msi,t · dsi,t + xsi,t · xmsi,t (2.26)

where

amsi,t is the average market share of firm i in period t.
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This average is then used to calculate the desired markup:

mkd
i,t =

 mkd
i,t−1

(
1 + ψmk

j

(
amsi,t−1 −amsi,t−2

amsi,t−2

))
, if amsi,t−1 > amsd

i,t−1 ,

mkd
i,t−1 , otherwise.

(2.27)

where

mkd
i,t is the desired mark-up of firm i in period t;

mkd
i,t−1 is the desired mark-up of firm i in period t−1;

ψmk
j is the market share adjustment parameter of sector j;

amsi,t−1 is the average market share of firm i in period t−1;

amsi,t−2 is the average market share of firm i in period t− 2; and

amsd
j is the desired market share parameter of sector j.

With this new desired markup, the firm’s desired price will be:

pd
i,t = mkd

i,t · uvci,t (2.28)

where

pd
i,t is the desired price of firm i in period t;

mkd
i,t is the desired mark-up of firm i in period t; and

uvci,t is the unit variable cost of firm I in period t.

Hence, the price equation of the firm will have the same format as the previous version
of the model but with the updated desired prices and reference prices to reflect the introduction
of the external market share:

p∗
i,t = θi · pd

i,t + (1 − θi) pref
i,t (2.29)

where

p∗
i,t is the effective price of firm i in period t;

θi is the price strategy (degree of monopoly) parameter of firm i;

pd
i,t is the desired price of firm i in period t; and

pref
i,t is the reference price of firm i in period t.

As was mentioned in the last chapter, it is important to notice that there is no innate
markup flexibility mechanism in the MMM due to external competition and both theses changes
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and the Vianna’s MMM version do not follow Blecker (1989). The possibility of some individual
firm exposure to external demand affecting effective markup is only accomplished due to an
increase in the firm external market share, which happens to the detriment of another firm. This
could generate internal dynamics, but the effects should, on average, cancel out.6 However, as the
external share affects the reference price, an increase in exports relative to GDP might decrease
the effective markup if the sector’s foreign price is smaller than the domestic average price.
So, additionally, it is worth noticing that, in all simulation scenarios, it is not straightforward if
relative price changes might influence the effective markup as Blecker’s (1989) flexible markup,
as composition changes between firms who have different desired markup, domestic prices,
foreign prices, exchange rate, are interacting.

Further, although the same channel used in Hein and Vogel’s (2008) model to influence
the distribution is possible in the model, as it lies on the ratio of imported inputs and wages, the
model wage-bargain parameters can make all increases in inflation fully transferable to wages
in just a few periods. This transference would annulate any distributional changes through this
channel fairly quickly. Also, because the wage-bargain parameter related to productive gains is
usually fixed and considered to be less than unity, technological gains are not fully incorporated
into wages, thus increasing the profit share.

Additionally, as mentioned before, because there is no proper sense of the external sector,
there is no way of calculating the external sector inflation rate in a "natural" way. For price
measures, the model includes a price variable for each sector that grows semi-exogenously and is
influenced by domestic prices. So, it is necessary to assume some ad-hoc weights to measure the
external sector price index and, hence, the RER. So, for weighing the external sector prices, a
weight equivalent to the domestic sector sales over total domestic sales is given to the equivalent
sector of the rest of the world.

This last section saw the introduction of new features on the MMM to be better able to
capture the possibilities of growth and innovation that were laid out in the previous section. The
introduction of a new innovation component which was based on the firm’s last productivity and
quality was in line with the neo-Schumpeterian cumulative interpretation of learning and inno-
vation. Additionally, changing the imitation process from an automatic "fly-to-the-maximum"
reinforced this narrative and permitted that domestic firms imitated external firms, which were
introduced, that were not state-of-the-art. Also, to allow for the insertion of external markets
increasing the chance of external imitation and for having distributional and price effects, an
external market share was introduced. It led to many changes in demand, markup and price
components, as well to the recognition that firms facing external competition were subjected
to more stringent competition than firms that did not. Additionally, the introduction of external
firms making innovations enabled to endogenized the external income elasticity of demand,

6This was not feasible on Vianna’s MMM version, but markup changes could theoretically happen due to changes
of market concentration, which might emerge as a consequence of more external insertion.

68



which was done by comparing the external to the domestic firm’s quality.
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Chapter 3

Simulation results and preliminarly
analysis

Given the above discussion and the model changes, simulations testing the effect of an
exchange rate depreciation were performed in this section. For that, three simulation scenarios
were developed, taking advantage of the flexibility of the LSD program and aiming at tackling the
different possibilities sprouting from the inconclusiveness of both the theoretical and empirical
discussions. The simulation results, the model proposed changes for the LSD code, and the R-
scripts for analysis are available at http://github.com/peurocha. The LSD program is copyrighted
by Marco Valente and Marcelo Pereira and is distributed freely using a GNU General Public
License. The code was written by adapting Vianna’s 2021 code which can be found on his github1

and the example models pre-set in the LSD program. R-scripts used for analysis and generated
graphics are adapted from the existing R-scritps also in the LSD.

Following Vianna (2021), all firms start homogenously, which makes all firm values, like
averages, maximums, and minimums, equal to their respective sectoral averages. Additionally,
market shares equal the inverse of the number of firms in each sector. In this way, the number of
parameters to be calibrated is reduced. This procedure is important because nearly all calibration
methods have some degree of discretion, which is also reduced in this way and reduces bias from
the calibration procedure. Also, in Vianna (2021), as a way to generate endogenous trajectories
and trends, there is no past growth; hence, expected demand is equal to current demand. That
also means that investment is absent initially, so there is no capacity expansion at the beginning
of the simulation.

In this initial state, demand equals sale, and there are no delivery delays and changes in
inventories. Additionally, the external and government sectors begin balanced. As mentioned by
Vianna (2021), this departure from the initial conditions, which happens in the first period of the
simulation, already generates powerful dynamics in that very first period. The model’s initial

1https://github.com/thttnn/MMM v.3
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homogeneity, coupled with the stochastic components embedded in the agent’s heuristics, allows
the rise of heterogeneity due to the cumulative effects of those decisions and interactions within
the system.

In order to conduct the experiment, we have followed some principles (i) numerical
simulations of a computational model were necessary given that the MMM is a non-ergodic AB
model with a high degree of complexity; (ii) only minor changes to the MMM older models
previous parameters should be implemented; (iii) the RER growth rate could not be set on the
MMM due to the principles of the AB construction and the model’s inherent design, which
entails that the RER is an ex-post variable; (iv) the rationale outlined in section two suggests that
rate effects of the exchange rate can result in growth but level effects could present a significant
query in the literature. Consequently, the simulation test proposed was through an exogenous
nominal exchange rate shock.

Simulation scenarios with minimal disruptive parameters were proposed to show the
workability regarding the exchange rate channels of the model changes. As it was important to
see the influence of introducing the new features on the model against the background discussion
of this thesis, the proposition was a comparison of three independent scenarios contrasting the
features proposed on Section 2.2 and containing each a no-shock and exchange rate shock set of
runs. The shock setting included only one ad-hoc shock only, which in the simulation scenario
increased the nominal exchange rate by ten percent in a predetermined period. For analyzing
the exchange rate channel feasibility in the model, focusing on the technological paths and the
interplay between the variables, comparisons between the shock and the non-shock scenario
were made. This was done to check for preliminary results of an RER shock and the interaction
with the new features. If significant growth effects were interacting with productivity gains, for
example, that would boost net exports continuously, and would indicate that the new model made
the cumulative causation channel dominant.

Parameter values followed the best configuration reported by Vianna (2021). To be able
to perform a introductory ceteris paribus test for the possibility of exchange rate shocks affecting
the GDP growth rate and technological variables, a baseline simulation is run against a simulation
with a nominal exchange rate depreciation happening in the same period. This first scenario
had minimum changes to the demand and price structures (except the reference price) and kept
the old imitation framework. Additionally, two other simulation scenarios were proposed. One
included all the changes depicted in the last section but not the possibility of trade (or "learning
by trade") influecing external imitation. The third scenario was the same as the second, but it
allowed firms’ trade insertion to influence external imitation. All simulation scenarios are shown
in Figure 3.1.

The simulation scenarios were run as follows: 100 Monte Carlo (MC) simulations with
400 periods. Each period is considered to be equivalent to a quarter. So, 400 periods would
be equivalent to 100 years. One hundred periods were discarded from the analysis due to
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the strong initial dynamics. This was done eliminate the effects of the simmetry conditions
imposed in the model’s initialization. Thus, the whole analysis would be equivalent to 75 years.
In the baseline, there was no exchange rate shock, whilst in every simulation scenario, there
was one nominal exchange rate depreciation shock. The depreciation was 10% of the nominal
exchange rate and was introduced in the period 200th (period 100th in the graphics). When
the depreciation happened, it overruled the exchange rate variation rule for that period, thus
replicating a permanent shock.23

All scenarios obeyed the initialization procedure steps stated before, and MC averages
of the simulations (for each scenario) were used to analyze macro and sectorial dynamics. The
ratio between the baseline (no shock runs) and the exchange rate shock runs was also used, as it
provides a guide of changes that cannot be seen by comparing curves graphically. All relevant
parameters can be seen in the Appendix. Table 3.1 summarizes the simulation scenarios.4

Table 3.1: Simulation scenarios
External Market Share Domestic Innovation/Imitation External Imitation Income Elasticity due to Quality Learning by Trade

Simulation Scenario 1 Off "Old Model" Off Off Off

Simulation Scenario 2 On "New Model" On On Off

Simulation Scenario 3 On "New Model" On On On

Source: Own elaboration.

In the first Simulation Scenario, the only equation-wise difference from Vianna (2021) is
that the external share of the firm, instead of the whole sector, will now affect the reference price.
Accordingly, firms’ price equations will be slightly different. Moreover, the external market share
adjustment parameter µxms

j is equal to the domestic parameter µms
j , making a firm’s domestic and

external market share equal. Hence, all subsequent changes that arise from the domestic market
shares being different from the external market share are blocked. It also prevents technologically
advanced firms from having greater external market shares.

The imitation and innovation processes are the same as Vianna (2021), and thus, in
Figure 3.1, they are classified as "old model". There is no external imitation, and the income
elasticity of exports is kept as a fixed parameter, so external technology influences and interactions
are discarded in this "old model" version. In Figure 3.1, the "new model" label references the
innovation and imitation processes changes introduced in Section 2.2. Following Section 2.2,
Simulation Scenario 2 allows for a firm-specific external market share, external imitation and
endogenous income elasticity of exports, besides the "new model". In contrast, Simulation
Scenario 3 allows for all of the prior features plus learning by trade. The comparison between

2Thus, it can be considered a depreciation and not a devaluation, as it was not a conscious government or central
bank policy.

3When external imitation was allowed, it was only permitted to occur from period 100th onwards, as it is believed
that introducing external imitation at the beginning of the simulation without the "settling" of the model would
influence the initialization procedure and would not allow to for external firms and domestic firms to have sufficient
technological differences.

4Other results are available upon request.
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this scenario with the others is important, because, as argued, learning by trade could enhance the
potential effects of a RER increase, because those would work through the external market. So,
although there would be a decrease in imports, the increase in exports would have the potential
to increase innovative effects if that was the case.

3.1 Simulations dynamics

The exchange rate shock can be seen in Figure 3.1. The top graphics in the figure show
the RER series comparing the shock (red) to the baseline (black). The bottom exhibits the ratio
between the two sets. The nominal exchange rate shock makes the RER increase almost 10%
in all three scenarios. The scenarios where changes were introduced did not fully roll back the
RER to the baseline as the "old model" scenario, which can be seen in the Simulation 1 column.
These can be attributed to average productivity gains due to the shock that was not captured in
the first scenario. In all cases, the RER was already increasing, mainly because foreign prices
rose faster than domestic ones. The RER graphics hint that. As productivity dynamics play out
in the long term, after an initial increase in exports, if productivity gains do not build up, the
economy cannot keep domestic prices lower and, thus, exports higher, so the RER tends to go
back to baseline levels. This happens because productivity gains must offset the trade balance
effect (so long as there is no great increase in GDP and consequentially imports are kept at bay)
in the nominal exchange rate, and lower domestic price increases, which slowly appreciates the
RER.5 If the RER appreciates, implying in a lackluster productivity performance, exports suffers
the same fate and will decrease in relation to the baseline.

In all three scenarios, the shock’s initial impact was to increase net exports following the
theory laid in Section 1.1. Exports rise, and imports decline. Figure 3.2 shows the (real) export
shock. The initial shock is similar in all scenarios. The first simulation shows that the shock to
exports is compensated in about 50 periods. Simulation Scenario 2 can maintain exports higher
than the baseline, while the third scenario dynamics have a shorter circle. It initially prevents
it from returning to baseline levels like the first scenario, but by the end of the simulation, it
completely reverses to the baseline.

Another straightforward impact in all scenarios is the increase in inflation.6 The higher
inflation rate takes more or less than 50 periods to fade in all scenarios. As fresh dynamics play,
inflation is markedly increasing and takes a while to return to "normal". Figure 3.3 shows the
inflation behavior. It is fair to say that there are new inflation dynamics in scenario two: although

5This implies the necessity of an increasing productivity rate to keep exports increasing because the greater the
surplus in the trade balance, the greater the nominal exchange rate appreciation. Also, if productivity translates into
prices, that would mean that the domestic sector would actually require higher productivity rates than the external
sector. However, external price dynamics are not modeled here.

6The increase in inflation is stark, and due to the kryptonite nature of the topic, it is easy to assume that no
policymaker would accept a tradeoff between that much inflation and growth.
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Figure 3.1: RER (top) and ratio of shock to baseline (bottom) for each simulation scenario

Source: own elaboration.

the shock reverses to the baseline in all cases, there is an increasing inflation rate for all shock
series, which is subdued in scenario two.

Even if net exports and inflation behave as predicted, In Simulation Scenario 1, increases
in the ratio of unit imported costs to unit wage hardly affect the wage share because the consumer
price inflation passthrough parameter is set to one, which makes the wage share to give it back
all its decrease in just a few periods. Also, Kalecki’s j is not clearly affected by an exchange
rate shock because a drop in import quantity offsets the increase in import prices. This happens
because the j consists of the ratio of unit costs of imported inputs to unit wages. As such, there
could be fewer imports by unit of product due to the decrease in real imports. Changes in the
wage share and in the markup in relation to the baseline can be seen in Figure 3.4. Note the
scale to see no significant changes in all scenarios.

Furthermore, as remarked earlier, the average markup, which would be the other method
of affecting the wage and profit share, has no straightforward positive correlation with an increase
in exports. This allows other dynamics to play out. Indeed, the average markup begins the new
dynamic from the shock diminishing relative to the baseline. This happens in all scenarios because
firms change prices with lags concerning cost changes, which means that their effective markup
is lower immediately after a shock. Additionally, not all firms update their prices in each period,
which increases this mismatch. Those two factors translate into seesawing markups in relation to
the baseline due to the initial inflation burst. However, the markups in Simulation Scenario 1
reflect a mismatch from the baseline caused by the shock, while the other scenarios show some
potential to reflect changes, but they are not significant. Those two facts, an ambiguous effect in
j and hardly any change in markups, make the distributional channel of an exchange rate shock
not manifest itself in any scenario. In Figure 3.4, wage shares hardly differ from the shock to the
baseline. So, the theoretical prognosis of consumption decreases does not materialize (at least for
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Figure 3.2: Exports series in log (top) and ratio of shock to baseline (bottom) for each simulation
scenario

Source: own elaboration.

the parameters tested). Any slight slip in consumption is not strong enough to offset the initial
increase in net exports.

Since the wage share is not really disturbed, GDP (real) grows initially because there is
material basis for a domestic consumption decrease. This lasts for at least 50 periods and can be
seen in Figure 3.5. In all cases, a new GDP cycle appears to have been introduced. In the first
and the third scenarios, they both appear to be at the same level as the baseline, as real GDP
begins to slow and actually fall back after this impulse passes. In Simulation Scenario 2, there is
a considerable cumulative build-up in GDP after the shock (see scales) that introduces a new
GDP cycle, but at a higher level.

It is worth noticing that in the immediate aftermath of the shock, productivity actually
decreases in relation to the baseline, although rather slightly (check the bottom of Figure 3.7).
This happens because there is a decrease in available inputs since domestic inputs production
contains an imported share. This materializes in a sharp decrease in productivity in the input
sector. This can be seen in the second row of Figure 3.6. The last row shows the consumption
sector, which is the most relevant for productivity (see scales). Simulation 3 consumption sector
productivity shows the highest difference from the baseline.

In Simulation Scenario 1, in accordance with other effects shown, productivity varies
a bit more than usual, but they eventually hoover back in the vicinity of the baseline7. So, no
technological change or other associated effects are being reinforced. However, in Simulation
Scenario 2, the setting is the opposite (see scales again), and although it follows the GDP

7In Simulation Scenario 1, as there is no discernable growth in productivity, the initial exchange rate shock,
when taken in conjunction with the inflation passthrough parameter set to one, fades and the RER rolls down to
baseline levels, which also makes exports roll back to the baseline.
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Figure 3.3: Inflation rate (top) and ratio of shock to baseline (bottom) for each simulation scenario

Source: own elaboration.

cycle, productivity is only significantly higher than the baseline at its peak ratio. Although the
technological channel with the changes proposed was reinforced, which is not surprising since
the technology push of the old formulation almost ruled out any chance of the model showing
an endogenous technology dynamic, the productivity channel cummulativeness is still nascent.
The top row of Figure 3.7 compares the domestic and external average productivity. It shows
domestic productivity approaching the external average in the second and third scenario (slower)
for both baseline and shock. The first scenario is the slowest as it follows the parameters set8 and
because there is no external imitation. However, even if there were external imitation, it would
seldom make any difference as any special innovations in one period hardly affect cumulatively
subsequent innovations.

A comparison of the first row of Figure 3.6 with the first row of Figure 3.7 shows
interesting dynamics. First, both the number of firms, as more firms are performing the innovation
process, and each sector size, which increases the resources spent in innovation, give clues to the
sharp productivity distinction among sectors in Simulation Scenarios 2 and 3. Second, as each
sector gets closer to the external frontier,9 new innovation dynamics are at play. This follows
from the discussed external imitation spillover dynamics. In the simulation context, the closer
a firm is to the frontier, the higher the probability of finding it, reflecting a firm’s previous
technology mastery and a higher learning capability. However, it diminishes the technological
possibilities for finding better productivity than what would be expected from internal innovation
(or imitation). That would happen because if a firm is approaching the external productivity
average, it would reflect, at the very minimum, a decrease in gains from external imitation. After
all, the differential between external and domestic firms would be smaller than otherwise and

8The external firms’ innovation parameter is significantly higher than the domestic one.
9Note that the values shown in the graphics are for the average, not the frontier.
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Figure 3.4: Wage share (top) and average markup (bottom) ratio of shock to baseline (bottom)
for each simulation scenario

Source: own elaboration.

could even result in no gain at all in the cases where a domestic firm productivity frontier is
higher than the external firm it is imitating. Logically, this can generate new innovation dynamics
even if there is a dull performance in the model’s other variables. Additionally, even though
a sector catching up might increase the innovation rate at a certain distance from the external
frontier, it might, at some point, decrease this bonus. Investigating the range and scope of this
sweet spot is outside the scope of this thesis, but keep in mind that it influences the results.

In Simulation Scenario 3, there is an incipient increase in productivity in relation to the
baseline. As mentioned, this was driven by the consumption sector (which reflects an increase
in the normalized HHI due to market concentration). Concentration reinforces the increase in
average productivity as laggard firms exit. Simulation Scenario 2 represents a good contrast to
Simulation Scenario 3 as productivity increases materialize more broadly, and before the initial
net export shock fades, the increase in the consumption sector productivity seen in Simulation 3
is actually accompanied by a decrease in exports. This means that productivity gains occur when
the GDP’s new cyclical dynamics go through depression periods. In Simulation Scenario 2, the
initial growth in exports and the decrease in imports generate most of the dynamics. As there
is an increase in net exports, all other demand components increase. This generates changes in
productivity. The rise in GDP prevents the sectors in the shock scenario from concentrating, and
the normalized HHI for all sectors remains stable.

In Simulation 2, the increase in productivity is not accompanied by a large increase
in quality, which makes the new endogenous income elasticity of exports irrelevant (at least
for the tested parameters) and prevents exports from behaving more autonomously from this
source. Immediately after the shock, all sectors’ average productivity decreased in relation to the
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Figure 3.5: GDP series in log (top) and ratio of shock to baseline (bottom) for each simulation
scenario

Source: own elaboration.

baseline, as explained before. However, quality averages do not vary significantly. As mentioned
before, the quality average does not depend on investment directly, and capital production, which
is influenced by the ratio of inputs available and investment, is not factored in its calculation.10

Hence, its dynamics depend only on the firms’ innovative activities – and resources spent.
However, in all scenarios, although there are new cycles, the boost in demand from net exports
fails to materialize in a higher degree of innovative activity.

For net exports to lead growth, that would require the external sector income growth rate
to rise faster and/or successive productivity increases, which would increase the RER and/or
domestic firms’ quality innovation rates to be faster than the external firms, which would make the
endogenous income elasticity of demand for exports to increase. Although the domestic economy
had a higher innovation rate than the external sector by the end of the replications in scenarios
two and three, the change in this elasticity was too slow and had been decreasing most of the time.
Thus, the initial boost to consumption and investment also fades as there is a lack of new demand
increases. So, suppose there is rising productivity due to one of the sectors being closer to the
external frontier. When the initial effect of increasing resources eventually disappears, that might
lead to market concentration more easily as financial constraints also diminish innovations and
investment and might, by itself lead to the exit of laggard firms. Notice that there is an interplay
between these factors because firms closer to the frontier in the boost were more likely to imitate

10Average productivity is influenced by innovation (in general), past investment and total production. Innovation
enables firms to invest in new, more productive capital vintages. The productivity of the firm is calculated based on
each capital vintage productivity weighted by that vintage production, and firms use the most productive capital
vintages first before going to the next one, which means that an increase in production could decrease the productivity
of a firm vis-à-vis the same capital vintages configuration. One could also say that previous investments in less (or
higher) productive capital vintages could impact productivity. In contrast, sector quality averages are calculated
based only on the firm’s quality "frontier" and its market share.
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Figure 3.6: Average productivity (top row) and average sector productivity ratio of shock to
baseline (bottom) for each simulation scenario and for each sector

Source: own elaboration.

external firms. Now, the new innovation equations cherish cumulativeness, which can generate
a decrease in demand if the surviving firms cannot meet the demand. Thus, it would be more
favorable to the economy if the productivity gains led to or were accompanied by autonomous
increases in demand that might prevent financial constraints and market concentration.

As learning by trade can be considered optional because of the lack of decisive evidence
regarding an increase in innovation rates due to external market participation, an alternative
scenario with learning by trade was proposed. By the rationale proposed in this thesis, this would
maximize any technological effects of an RER increase in Simulation Scenario 3. Surprisingly,
both quality and productivity remain way below the external frontier when compared with
Simulation Scenario 2, meaning that for the parameter tested, learning by trade is actually leading
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Figure 3.7: External and domestic productivity (top) and average domestic productivity ratio of
shock to baseline (bottom) for each simulation scenario

Source: own elaboration.

to a decreasing rate of innovation. This subdued technological change delays the tendency of the
market concentration of the consumption sector. The shock possibility of promoting growth in
the model is limited to Scenario 2. However, as the productivity in the consumption sector of
Simulation 3 starts to get faster growth rates due to the cumulative nature of the new equation
and the closeness (in relation to other sectors) to the external frontier and the exports boom
is actually fading, this seems to be harmful to growth. Also, complementarly the learning by
trade feature could be leading to firm differentiation, which in turn would explain the market
concentration for the consumption sector, especially because it is closer to the external frontier.
The overall increase in volatility forbids GDP to distance itself from the baseline by the end of
the simulation (in fact, it goes below).

3.2 Discussion

Although it is not possible from the above preliminarly results to draw precise conclusions
about RER increases as a way of promoting growth and technological change, the simulations
enable some considerations about the MMM transmission channels, and the feasibility of RER
increases in promoting growth. First, it is worth noting that MMM, with or without changes, was
not able to capture the distributional effects suggested in the theory. Changes in imported unit
costs did not affect Kalecki’s j as predicted in Hein and Vogel (2008). Probably, this happened
due to a high inflation passthrough parameter, which led wages to crawl back any change in
relative prices quickly, and because there was a decrease in import quantities, which offset the
increase in prices in domestic currency. Additionally, there was no flexible markup dependent on

80



external competition, so the distribution could not vary due to the exchange rate shock. Although
there were changes in firms’ external market share that could somehow affect the markup, a
significant increase in exports, or demand in general, had no significant impact on markups.
From the viewpoint of the discussion in Section 1.1, this is a point of improvement for future
works as it is plausible to believe that firms facing prodigious increases in demand – and not just
increases in market share – would feel inclined to change its markup. Likewise, in addition to
exploring the parametric space more rigorously, future research should consider analyzing and
improving the relation between wages and imports, and the endogenization of the distributive
conflict.

Moreover, introducing the external imitation hinted at the possibility of new macro
dynamics driven by technology. First, it was clear that the exchange rate channel with a flexible
rate could only work if there were endogenous productivity increases, which were not possible in
the old technological push innovation approach. Second, In Simulation Scenario 2, the increase
in GDP synchronized with productivity increases prevented countervailing forces from market
concentration and financial fragility to reduce GDP. However, as the productivity took more
time in Simulation Scenario 3 to start differentiating – as the new innovation formulation is
cumulative – the rise in productivity and market concentration led to later stages of decreases in
demand, matching with the baseline. Also, the RER dynamic depended on productivity; hence,
when productivity could not rise much and went back to baseline levels, net exports followed
this movement. Although this cannot be taken for granted from the simulations, this movement
reinforces the idea that RER increases effects lean on the technological effects it produces
because, logically, the lack of the distribution channel could only hinder those effects.

Furthermore, the prominent differences in productivity and quality among sectors were
related to the number of firms and its predetermined size. The consumption sector had higher
productivity and quality averages because of its sheer number of firms and its higher size. The
input sector followed through, and the capital sector was the least technologically intensive.
Those differences were reinforced by the proximity with the average external productivity and
quality because the probability of imitating the most productive external firms increased. So,
although this supplied interesting results when technology parameters were kept the same, this
could be a source of further investigation if, for example, the capital sector were to be closer to
the external frontier and/or more concentrated. The discussion in Section 1.1 reinforced the need
to study sectoral differences, so this issue must be tackled in future works.
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Conclusion

This work sought to discuss the question of the final effect of a nominal exchange rate
depreciation on economic growth. It was shown that in post-Keynesian economic theory, an
initial effect of a nominal exchange rate depreciation would depend on open economy parameters
related to income distribution that would make the economy especially sensitive to the profit
share and to the exposure of the external sector, which included the price-elasticities of exports
and imports and to the initial openness of it. However, on long-period analysis, short-term effects
would only have level effects that could not affect growth rates. Expanding on this, employing
a BPCG framework, it was shown that the initial sidelining of the level effects affecting the
BPCG growth was already present in the literature, and although the long-term suggestion of the
baseline BPCG model that there cannot be growth rate increases due to relative prices changes
(and consequentially, due to shocks on the exchange rates that would cause the RER to depreciate
or devalue) the possibility of level effects that involved technological and innovation outlines
were considerably important to the discussion and to the final result related to rates. Thus, this
thesis tracked why the possibility of RER increases affecting growth was sidelined, highlighting
this tech-innovation character.

First, the possibility of relative price changes was outright ditched in BPCG models, while
the seminal Thirlwall’s (1979) paper assumed the elasticity pessimism idea and that there were
no relative price changes. Those, even when taken alone, forbid that any cumulative causation
mechanism might come into play and affect the growth rate and elasticities (BLECKER, 2013).
Second, as other assumptions were relaxed, for example, with the introduction of sectors or
products (ARAUJO; LIMA, 2007; ARAUJO, 2013), it followed the suggestion that devaluations
would sway the long-period growth rates not only through differential influence on sectors with
better income elasticities but also by prompting the investment and innovation rate of more
technologically prone sectors that could set differential growth paths that would ultimately affect
the growth rate.

Thus, the literature review in Chapter 1 showed how different models explored the
interaction between RER increases, external demand and domestic demand effects through
distribution. It was argued that the post-Keynseian literature considers that differential sectors’
effects, external catching up, and innovation can influence the outcome of the output. Even
income distribution could interplay with innovation to affect the final results. The results, in turn,
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also demonstrate the debate’s inconclusiveness regarding the possibility that RER variation affects
the growth rate. Thus, based on the understanding that the economy is a complex adaptative
system and those micro-macro mechanisms might present different dynamics and even reinforce
the cumulative causation mechanism, a neo-Schumpeterian discussion was introduced focusing
on technology gaps and AB models as those contained two important characteristics. The former
introduced the possibility of learning from the external sector, which was the relevant market
in an RER increase strategy. Besides being able to capture most of the channels introduced in
Section 1.1, the latter focuses on dealing with other dynamics that could enlarge both those
channels and introduce new important points to the debate, including the introduction of new
growth cycles pushed by technological and financial dynamics.

Furthermore, a review of the innovation literature and the empiric firm-level learning
by exporting and importing was proposed. First, it was debated if an increase in size could
also increase innovation rates, providing a reinforcing mechanism for RER increases. Then,
it was conjectured that innovation characteristics, such as uncertainty, tacit knowledge and an
amplified institutional framework that reinforces national systems of innovation would thwart
learning from trade. So, a third step was taken, which was the review of the empirical firm-level
literature regarding learning by exporting and importing. All those steps were done because
the effects of the initial RER increase worked through exports and depended on learning and
innovation. That would mean that any exceptional characteristics of the external market regarding
innovation could sustainably motivate GDP growth. However, no conclusive increase in learning
and innovation rates was found from this review, especially for the possibility of learning by
exporting.

The learning by exporting possibility was found to be inconclusive because although
exports were connected with higher productivity and even, in some cases, innovation rates for
firms, these results could be attributed to: the problem of self-selection, different countries
with different trajectories, differences among sectors, differences in measuring productivity and
innovation that could impact the final results; the possibility that there were increasing returns to
scale and not learning taking place; and other specifications problems related to the measurement
of innovation that are known to be difficult for a long time. For learning by importing, the
literature identified the possibility of learning from importing, primarily from capital goods (or
machinery and equipment) related to old learning channels.

Hence, an alternative approach to the problem was proposed: to adapt the MMM, to do a
preliminary analysis of how a micro-macro multisector model could deal with a nominal exchange
rate depreciation, provided that both the post-Keynesian and BPCG framework channels were
included, as well as the possibility of the external learning channels being enhanced or not. In
order to explore preliminarily how a devalued RER could affect the growth rates, a simulation
analysis was put forward. This analysis considered compared both the old MMM and the
proposed changes.
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Because the RER increases channels worked through an increase in exports and a decrease
in imports due to increases in both export and import prices, the wage share was supposed to
be negatively affected. This could lead to an offsetting tendency in GDP through consumption.
Nevertheless, both in the old and the new MMM, that was not the case because the MMM did not
include flexible markup related to external demand growth rate (or any demand growth rate) and
distributive conflict was not modeled, which led to ambiguous effects in Kalecki’s j, because of a
decrease in imported inputs over an increase in GDP offsetting imported price increases, while
wages fairly quickly accompanied prices. Inflation was, as expected, unambiguously affected in
the short-run, but then it converged all cases.

Additionally, it was noted that productivity guided the RER, preventing it from decreasing
if it was high enough because productivity influenced prices. Thus, productivity increases
prevented the RER from decreasing from both a lower price and from the trade balance effect,
which depreciated the nominal exchange rate due to the trade surplus. This also prevented a
decrease in net exports, but quality increases were not substantial enough to lead a virtuous
circuit of demand growth and change in elasticities; thus, both net exports and GDP growth, later
on, were not affected by the initial export boom, except, arguably, for Simulation Scenario 2 –
which had the greater increases in productivity in relation to the baseline just after the shock –
presented a GDP growth cycle at higher levels.

Furthermore, external imitation provided other new dynamics in terms of technology. The
proximity to the external sector created the possibility of new technology dynamics happening
even in depression periods, which decreased resources spent on innovation and investment. So,
if net exports were to lead growth successfully, it would require that initial productivity gains
from the initial shock kept rising fast enough to offset an appreciating nominal exchange rate
and lead to decreasing price increases that could increase net exports. Alternatively, it would
require that initial quality gains generate increases in the resources available to innovation
as increases in quality induced increases in demand. Those were likelier to happen if they
happened in conjunction and could lead to new innovation dynamics due, say, to reaching closer
to the external frontier. However, those did not materialize. Productivity gains (in relation to
the baseline), which took some time to build up, started to fade in Simulation Scenario 2. In
Simulation Scenario 3, productivity gains only started to show in the consumption sector when no
autonomous demand source could accommodate that demand increase in relation to the baseline.
Quality, in contrast, did not show any marked increase whatsoever.

As it was noted, this productivity growth emergence when there was a decrease in demand
could be harmful to demand due to side effects from market concentration and an inability of
the remaining firms to match the whole of aggregate demand, leading to delivery failures.
The possibility of external imitation could now influence this mismatch between productivity
growth and demand growth. Also, a surprising result is that the introduction of learning by trade,
which influences external imitation, led to a adverse performance in growth, net exports, and
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productivity in Simulation Scenario 3 when compared to 2. This was reinforced by a dismal
quality performance (which also happened in the second scenario) after the initial shock. Thus,
there were no additional autonomous demand increases from income classes, and the endogenous
income elasticity of exports was rendered irrelevant, preventing any demand increases from
coming from this channel. Therefore, the inability to generate a new quality dynamic, which,
as argued, represented a pure form of innovative activity as it was less related to investment,
supports the need, in subsequent studies, for a better understanding of those effects for a wide
range of parameters.

In summary, although it requires further analysis, RER increases might not constitute
a reliable long-term strategy for economic growth. As technology has an important role in any
RER increase strategy, it becomes clear it would fall on technology to shoulder the significant
barriers to overcome. Moreover, besides the model and analysis limitations, which suggest both
improvement points and broader testing of the parametric space that should be conducted in
future works, this preliminary analysis indicates that new incorporations and analyses in the
distribution channel should include ways of allowing changes unrelated to productivity. Fur-
thermore, the interaction between the external technology frontiers and domestic firm imitation
shows interesting new dynamics that need to be investigated at both the sectorial and firm levels.
In addition, introducing new external firms with technological trajectories should serve as the
basis for expanding the external sector to have its own dynamics and for domestic firms’ external
demand to be more individualized, which could also influence the result. This should also guide
future work.
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Appendix A

Relevant simulation parameters

The following shows the diverging parameters used in each scenario.

Table A.1: Simulation scenarios – parameters for each scenario

Sim 1 Sim 2 Sim 3

External market share adjustment 1 1.05 1.05
Domestic imitation difficulty 1 1 1
External imitation difficulty 0 0.01 0.01
Income elasticity adjustment 0 0.025 0.025

External imitation - external market share 0 0 0.05
External imitation - trade participation 0 0 0.05

Source: own elaboration.

The following shows the parameters used for all simularion scenarios.

Table A.2: Country parameters

Parameters Country

Annual frequency 4
Initial depreciation share to GDP 0.1
Initial export share to GDP 0.1
Initial depreciation share to GDP 0.2
Class structure 3
Interest investment 2
Entry 1
Source: own elaboration.
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Table A.3: External sector parameters

Parameters External Sector

Income growth 0.0025
Income standard deviation 0.01
Price growth 0.003
Price standard deviation 0.01
Quarterly interest rate 0.003
Firms 66
Initial price 1
Initial productivity frontier 1
Input productivity opportunity 0.0028
Input productivity standard deviation 0.01
Initial quality frontier 1
Input quality opportunity 0.0028
Input quality standard deviation 0.01
Source: own elaboration.

Table A.4: Productive sectors – firms, markups and market share parameters

Parameters Input Capital Consumption

Initial number of firms 120 80 200
Desired market share 0.15 0.25 0.1
Replicator: elasticity delay 0.6 0.6 0.6
Replicator: elasticity price 1 1 1
Replicator: elasticity quality 0.5 0.5 0.5
Competitiveness adjustment 1 1 1
Markup adjustment 0.001 0.001 0.001
Source: own elaboration.
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Table A.5: Productive sectors – pricing and wages parameters

Parameters Input Capital Consumption

Price frequency 4 4 4
Financial cost passthrough 1 1 1
Strategic price weight 0.5 0.5 0.5
External price weight 1 1 1
Inflation passthrough 1 1 1
Productivity passthrough 0.8 0.8 0.8
Bargain power productivity adjustment 0.01 0.01 0.01
Source: own elaboration.

Table A.6: Productive sectors – technology parameters

Parameters Input Capital Consumption

Innovation proportion 0.5 0.5 0.5
Initial productivity 1 1 1
Initial quality 1 1 1
R&D revenue proportion 0.01 0.01 0.01
Productivity opportunity 0.0025 0.0025 0.0025
Quality opportunity 0.0025 0.0025 0.0025
Innovation standard deviation 0.01 0.01 0.01
Source: own elaboration.

Table A.7: Income classes parameters

Parameters Class 1 Class 2 Class 3

Autonomous consumption adjustment 0.8 0.5 0.1
Direct tax 0.3 0.3 0.3
Import elasticity price 0.5 0.7 0.9
Initial propensity to import 0 0 0
Initial max debt rate 1 1 1
Population share 0.01 0.29 0.7
Profit share 0.5 0.4 0.1
Propensity to spend 0.5 0.8 1
Wage share 0.5 0.8 1
Variable: import share (lag=1) 0.4 0.2 0.1
Source: own elaboration.
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Table A.8: Government parameters

Parameters Government

Initial debt to GDP ratio 0.5
Capital share 0.4
Consumption share 0
Input share 0
Max debt ratio 0.7
Min debt ratio 0.3
Max surplus target 0.1
Min surplus target -0.1
Surplus target adjustment 0.001
Real consumption growth 0.0025
Real input growth 0.0025
Real investment growth 0.0025
Real wage growth 0.0025
Source: own elaboration.
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Table A.9: Financial sector parameters

Parameters Value

Elasticity default 0
Elasticity interest long term 0
Elasticity interest short term 0
Elasticity rationing 0
Expectations 0
Initial leverage 1
Banks 10
Price strategy long term 1
Price strategy short term 1
Profit distribution rate 0.9
Class risk premium 0
Long term risk premium 0
Short term risk premium 0
Debt rate sensitivity 0.1
Default sensitivity 0.1
Deposits spread 0.1
Long term spread 0.05
Long term spread adjustment 0
Short term spread 0.01
Source: Own elaboration.
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